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1 Introduction

Since the climate change is starting to show its drastic consequences, renewable energies
are more important than ever. In Germany the 34.9% of the electrical energy comes
from renewable sources which should increase to 40 to 45% by 2025 [26]. But there
are of course a lot of challenges to overcome. One criticism is the unreliable energy
production of most renewable energies. However, central receiver systems (CRS) offer
the opportunity to store thermal energy and thus generate electricity even if no sun is
shining. CRS consist of mirrors on heliostats reflecting the sunlight onto a receiver. An
image of the Gemasolar [11] in Spain with 2650 heliostats is shown in Figure 1. The
radiation heats up a liquid that then boils water to generate electricity at a turbine.
The thermal energy of the liquid itself can be stored in tanks and used later.
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Figure 1: Image of the Gemasolar in Spain consisting of 2650 heliostats [11].

Desining and building a CRS is complex and expensive. Many aspects can signifi-
cantly affect the efficiency of the plant. Therefore, it is crucial to estimate and optimize
the energy production beforehand. An optimization of a new CRS is very cheap com-
pared to the actual costs of the CRS. However, it requires an accurate model of the
involved physics. Since many variants of the CRS are tested during optimization, the
models also need to be fast. A lot of improvements have been made to the model as
well as the optimization.



1.1 State of the art

Since the CRS modeling and the optimization is investigated in this thesis, the current
state of the art of both is given in the following.

1.1.1 Modeling

The main differences between CRS simulation software concern the optical aspects of
the plant. They include everything from the sunlight hitting the heliostat mirror, to the
receiver collecting the radiation. The incoming radiation at the receiver is commonly
computed by ray tracers. The ray tracing methods for central receiver systems can be
divided into two categories, the non-deterministic Monte Carlo based ray tracers and
the deterministic analytical ray tracers.

There exist several Monte Carlo ray tracers which mainly vary in the way how they
generate solar rays. Tonatiuh [9], MIRVAL [36] and SolTrace [64] utilize a forward
Monte Carlo ray tracing approach, where the rays are traced in forward direction from
the sun to the heliostat onto the receiver. In general, the rays are generated on a
plane above the heliostat. Improvements to this have been made by STRAL [1] and
TieSol [30] which use the bidirection path tracing (BDPT) approach [45] where rays are
generated on the heliostat surface. Due to the advantages of the bidirectional approach
SunFlower [53] also implements two versions of such a ray tracer with different pseudo-
random number generators.

Since Monte Carlo ray tracers rely on simulating a vast number of rays, they tend to
have a long runtime. Analytical ray tracers, however, only use a few rays per heliostat
and try to estimate the result based on a reflected flux. The fraction of flux hitting the
receiver is computed by integration. HELIOS [8] can handle multiple flux functions.
In contrast, HFLCAL [60] directly describes the flux on the receiver by a circular
Gaussian distribution and evaluates it with a midpoint quadrature rule. UNIZAR [56]
relies on the same integration method but describes the flux with the error function.
DELSOL [34] uses a truncated expansion into Hermite polynomials as flux function.
In one dimension the integral is evaluated analytically, while in the other dimension it
is approximated with a 16-point Gaussian quadrature rule. The convolution ray tracer
of SunFlower [53] uses a bivariate Gaussian distribution which is projected onto the
image plane with a perspective projection. However, the integration method is what
sets it apart from existing ray tracers. Here, a direct integration over the polygonal
region representing the receiver is used which does not require a quadrature making it
extremely fast [51]. In extend to this, the integrated convolution ray tracer improves
the accuracy of the ray tracer without computational overhead.

A major improvement to the runtime of all ray tracers have been made by utilizing
the GPU. Tools like TieSol [30], QMCRT [20] and sbpRAY [27] showed the benefits
of parallelizing the ray tracers on the GPU. Likewise, for all ray tracers of SunFlower
a GPU based version has been developed in [2].



1.1.2 Optimization

Since a CRS consists of many components, there are several optimization objectives.
Most of them regard optical parts, as they are responsible for about 40% of the total
losses [40]. Asselineau et al. [4] applied stochastic optimization and machine learning
to find an optimal external receiver geometry. Similar methods have been applied to
cavity receivers [3]. Another popular optimization technique in that area is particle
swarm optimization [21] where particles represent sets of parameters. The particles
share information and move according to specific rules in order to find an optimum
of the objective function [40]. Genetic algorithms [57] also use parameter sets as
candidates but optimize by mutation and selection. These optimization methods also
have been applied to other optical aspects. For example, Wang et al. [62] used genetic
algorithms to optimize the heliostat aiming strategy.

The heliostat field layout is another crucial aspect of the overall efficiency of a CRS.
There are three main categories of heliostat field layout optimization methods. Pattern
based methods, that place heliostats on a predefined pattern. They are described by a
set of parameters which are then optimized. The patterns include simple cornfields [37],
radial staggered arrangements [14], biomimetic spirals [43] and more. Optimization
strategies like genetic algorithms [61], Nelder-Mead algorithm [47], or simple combi-
natorial searches [43] have been used to find the best set of parameters. However,
the patterns typically generate more possible positions than needed. Thus, another
optimization is required to find the best subset. Noone et al. [43] used the intuitive ap-
proach of simulating all heliostats and selecting the one with the highest efficiency. A
more involved method has recently been proposed where a polygon defines the subset
and each vertex is optimized with an evolutionary algorithm.

Free variable methods, on the other hand, directly optimize the heliostat positions
and thus do not restrict them to a predefined pattern. As the search space is much
larger than for pattern based methods, heuristics are used. The methods are based on
genetic algorithms [35], particle swarm methods [22], evolutionary algorithm [52], and
more. Other free variable algorithm use an initial solution and further optimize it by
individually replacing the heliostats [10].

The last category includes field growth methods. As the name implies, they sequen-
tially add heliostats to the field until the desired number is reached. The heliostats
that maximize the overall efficiency are chosen at each step. Sanchez et al. [55] used a
simplified model to calculate the efficiency at every position on a predefined grid and
update the efficiencies to account for shading and blocking. To avoid placing heliostats
in front of existing ones, the blocking effects are mirrored. Carrizosa et al. [12] avoid
restricting the positions to a predefined grid by using a random set of positions to
choose from at each step. However, it considers a much smaller set of possible posi-
tions at each step than in the grid based solution. Both of these methods approximate
the efficiency at each position which might lead to a non optimal layout.



1.2 Contribution

In this thesis, the accuracy of all existing ray tracers is further enhanced and the
analytical ray tracer accelerated with the help of extensive case studies. Additionally,
all ray tracers are extended to incorporate more realistic sun shapes. It will be shown
that the new sun shapes can accurately be approximated with Gaussians making it
possible to use them in analytical ray tracer.

For the heliostat field layout optimization, the existing pattern optimization is tested
on the GPU and further accelerated. Moreover, a new graph based field growth method
has been developed. It is based on a new kind of ray tracing that has been implemented
to all existing ray tracer of SunFlower. The new field growth method not only exactly
evaluates the efficiency at each position, but also the efficiency loss introduced by
placing a new heliostat. In combination, this leads to an optimal placement in the
sense that replacing a single heliostat will never result in a more efficient layout. The
exact algorithm is extended to more approximative methods to increase the number of
possible positions. Furthermore, the proposed methods can also use patterns for the
positions instead of a regular grid.

1.3 Outline

The thesis is structured as follows. Section 2 describes the components of a CRS
and how they are modeled. A detailed description of the optical model is given in
Section 2.1, as it is a crucial component for layout optimization. Section 3 describes
the different optimization methods in SunFlower with the pattern-based approaches
in Section 3.1 and the new graph based field growth method in Section 3.2. Compre-
hensive case studies investigating different aspects of the model and the optimization,
are discussed in Section 4. A conclusion is drawn in Section 5.



2 Modeling solar central receiver systems

An accurate model of a central receiver system (CRS) is required to determine and
later optimize its output. The CRS consists of different parts working together to
generate electricity from collected solar radiation. These are considered by smaller
individual models that will be discussed in the following. As shown in Figure 2, the
optical model is the starting point and determines the amount of solar radiation hitting
the receiver. A heat transfer fluid carries the thermal power to storage tanks which
are described in the thermal and storage model. The thermal power is then converted
into electricity, as depicted by the electrical model. The economical model captures all
financial aspects of the CRS. Finally, a yearly operation of the CRS including different
weather conditions is modeled by an annual integration.
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Figure 2: All components involved in modeling a CRS, taken from [25].

2.1 Optical model

The optical model is by far the computationally most expensive part when simulat-
ing central receiver systems. It includes every relevant aspect necessary to calculate
the solar power reflected onto the receiver. However, the optical models used in the
literature vary largely in terms of what type of systems can be represented as well
as how the model is evaluated [36, 9, 64, 56]. Therefore, SunFlower aims to include
various aspects present in current central receiver systems while offering a fast and ac-
curate evaluation of the model. The presented model has been introduced by Richter
et al. [50, 53] and extended in [25] and [29]. Further improvements and extensions have
been made.



Environment The apparent movement of the sun is influenced by the geographical
location of the CRS and thus needs to be specified. Additionally, the site boundaries
as well as restricted areas can be given by a set of geographical coordinates that define
a polygon. Topographical information about the site can automatically be generated
from the Space Shuttle Radar Topography Mission [23]. All other positions and direc-
tions are defined in a Cartesian coordinate system where the x, ¥ and z coordinates
point toward east, north, and the sky, respectively.

From the suns azimuth 7., and altitude 6y.,, the solar vector iy, can be com-
puted as shown in Equation (1). Another important aspect of the sun is the direct
normal irradiation Ipn; which describes the incoming radiation. It can either directly
be defined or calculated using the Meteorological Radiation Model [32].

sin (_’Ysolar) + — COS (esolar>
7_—;olar == COS (_Wsolar) - COS (esolar) (1)
sin (esolar)

Heliostat Heliostats reflect the sunlight onto the receiver by tracking the sun and
aligning their mirrors accordingly. In our model, two types of heliostat shapes can
be represented. Rectangular heliostats and heliostats shaped like regular polygons.
The later is becoming more important in recent power plants [7]. Both types consist of
smaller facets that have either a rectangular or a triangular shape. For the alignment of
the facet onto the scaffold, on-axis or off-axis canting is used [25]. Heliostats typically
aim at a central point of the receiver. However, more involved aiming strategies trying
to maximize the heat transfer to the receiver are also possible [33]. Since the vector of
the incoming sun 7., as well as the desired reflection vector 7" is known, the required
normal 77 of the heliostat is given by

T+ Tsolar

_ 2
|F+ 7_—»solar’ ( )

n=

Receiver After the solar radiation is reflected by the heliostats, it is collected at the
receiver and turned into heat. To minimize blocking and shading effects, the receiver is
mounted onto a tower at a certain height. Three types of receivers can be represented
in our model, see Figure 3. A flat tilted receiver has a tilted rectangular area which
is a simplification of the receiver Planta Solar 10 (PS10) [44]. A cylindrical cavity
receiver consisting of multiple small rectangular receiver panels that are horizontally
aligned according to parts of a regular polygon. The cavity receiver is a more accurate
representation of the receiver at the PS10. Lastly, the cylindrical external receiver,
as used in the power plant Gemasolar [11], has the shape of a regular polygon that is
situated on the outside of the tower.

Optical losses Some solar radiation hitting the heliostats is lost by the time it reaches
the receiver. The different types of losses will be discussed in the following.
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(a) Flat tilted cavity receiver (b) Cylindric cavity receiver (c) Cylindric external receiver

Figure 3: All three receiver types included in the optical model. The Figure is derived
from Richter [50, p. 11].

The cosine effect accounts for the tilted alignment of the heliostat to the incoming
radiation and leads to the biggest loss. As stated at the beginning of this section,
the radiation of the sun is described by the direct normal irradiation which gives the
solar radiation received by an area perpendicular to the incoming sunlight. Since
the heliostat is tilted, its area perpendicular to the sunlight is reduced by the cosine
efficiency

Necos = <7t;olar7 ﬁ>7 (3)

where (-, -) is the scalar product of two vectors.

Another effect having a major impact on the overall efficiency is called blocking
and shading. There are different aspects responsible for the blocking and shading of
solar rays. Heliostats casting a shadow on other heliostats or blocking their reflected
rays have the biggest impact on the blocking and shading efficiency 7g1,. However, the
tower can also cast a shadow onto the heliostats and for a cavity receiver, some solar
rays are blocked by the receiver opening window, see Figure 3b.



Heliostat reflectivity 7,.; accounts for the absorption of the solar rays as well as
the diffuse reflection that will not hit the receiver. In the literature, this effect is typi-
cally modeled by a constant value [48].

When the sunlight travels through the atmosphere it interacts with the molecules
and thus losses parts of its power. The atmospheric attenuation efficiency 7.,
models the remaining solar power using a formula derived by Schmitz et al. [58]

~ [0.99321 = 1.176 - 10~*d + 1.97 - 10%d? . d < 1000 m
e = exp(=1.106 - 10-4d) 'd>1000m’

with d as the distance of the heliostat to the receiver.

The optical errors of the ideal reflected ray are the most difficult part to account
for as they involve uncertainties. Since optical errors determine the direction of an
actual solar ray, they influence the blocking efficiency as well as the intercept efficiency
Nint- Lhe latter describes which portion of the reflected solar power will hit the receiver.
Three errors influence the direction of an actual solar ray, see Figure 4. The tracking
error models the deviation of the heliostat alignment to the desired alignment. As
there are typically two tracking axis, we consider a vertical and a horizontal track-
ing error which are both modeled by Gaussian distributions with standard deviations
O racking? Ug‘;rcking, respectively. Another error influencing the normal of the heliostat
is the roughness of its mirrors. The resulting slope error can deviate based on the
position on the mirror. It is modeled using Gaussian distributions for the vertical and
horizontal direction with standard deviations oy . (z,y) and oy (x,y). Lastly, the
shape of the sun has to be taken into account which is often done using a circular
Gaussian distribution with standard deviation og,, [49]. But other sun shapes are also

possible and will be discussed later in this section.

Tracking and
Slope error
= hor
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Figure 4: Horizontal disturbances of a reflected solar ray (yellow and red) on the surface
of a heliostat (blue) [29].

All of these errors can be convoluted into a single error as stated in [58]. However,



slight differences were observed when using the convoluted error compared to modeling
all errors individually. As a reason, we found that the influence of the normal pertur-
bations onto the reflected ray depends on the incident angle of the incoming ray which
is not included in [58]. Consider a solar ray hitting the mirror at a certain incident
angle as shown by the orange vector in Figure ba. As proven in the following, a per-
turbation of the normal in horizontal direction 777" will keep the distance to the plane
spanned by 7" and 7 constant, see Figure 5b. Without loss of generality, assume
i = (0,0,1)T, irr = (1,0,0)T and the incoming ray Trolar = (T2, Ty, 72)T . From the law
of reflection the unperturbed reflected ray 7 can be calculated to

’I?: 7_—’solar - Q(ﬂolarﬁ)ﬁ = 7__’solar - 2(07 Oa TZ)T’ (5)

While a perturbation of the normal vector in horizontal direction by a factor of «
results in

~ ﬁ + Oéﬁhor . .

npert = m = (n + Omhor)ﬁ

'Fpert = 7__;olar - 2(7_-;olar<ﬁ + aﬁhor)ﬁ) (ﬁ + aﬁhor)ﬁ (6)
= iolar - 262(iolarﬁﬁ + ’Fsolarﬁ@ﬁhor + 7ﬁéol&)‘raﬁhorﬁ + 7?solarOéﬁhorafﬁhor)

= 7__)solar - 2,82(047'2 + OZ27—557 07 T, + aTx)Ta
with 8 = |77 + af™* ||~ as the normalization factor.

Both 7 and et have the same y-coordinate and thus an equal distance to the xz-
plane spanned by 7" and 7. So the angle w" = w, shown in Figure 5b, between
the reflected ray and its projection onto the xz-plane also remains unchanged. A
normal perturbation in horizontal direction can hence be viewed as a rotation of the
reflected vector around the perpendicular axis 77V, as illustrated. This causes the
reflected ray to move around a circle, see Figure 5a. Smaller circle radii lead to less
distance traversed by the reflected ray. From the geometry of the problem, it follows
that the angle between the reflected ray and the plane of the circle is also given by
WP Therefore, the radius of the circle is cosw"". As the perturbed normal vector
rotates around a circle of radius one, the distance traversed by the reflected vector is
reduced by a factor of cosw"". A similar argument applies for the vertical deviation.
Additionally, a perturbation of the normal has twice as much impact on the reflected
ray as an equivalent perturbation of the incoming sun ray, leading to a convoluted

error of

hor



(2 cos whorghor)?

(2 coswyerger)?

+

hor\2 hor 2 hor 2
+ (2 COSw ) ((Utracklng) + (Uslope(x y)) )
+
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with 03" = \/ Utrackmg + (o Slope(x y))~ as the convoluted normal perturbation in
ver __ ver ver 2 3 3 3
horizontal direction and %" = \/ O’trackmg + (o3ose(,y))” for the vertical direction.

hor

(a) The circle that the reflected ray is (b) The constant angle w = w
rotating around when being per- when perturbing the normal vec-
turbed in horizontal direction. tor in horizontal direction.

Figure 5: Illustrations for the derivation of Equation (7). The mirror surface is shown
in blue, the incoming sun ray in orange, the reflected ray in red, and the
plane spanned by 7 and 7"" in gray.

Finally, the direction of the convoluted ray perturbation has to be calculated. So far
the horizontal and vertical disturbances were given in terms of the normal vector. To
obtain the corresponding directions for the reflected ray, the perturbation directions of
the normal has to be rotated as illustrated in Figure 6. The rotation is defined by the
angle 0§ and the axis @ being perpendicular to the normal and ray.

Sun shapes As stated earlier, other distributions that more accurately represent
the sun shape than a circular Gaussian can also be modeled. Three new types of
distributions were introduced for this purpose, all of which are circular symmetric.
Namely, the Buie [63], Pillbox [63], and custom distributions. For the Buie sunshape
the following probability density function was used.
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Tsolar

Figure 6: Illustration on how to compute the perturbation direction of the reflected
ray from the perturbation of the normal [29].

cos 0.326-«
; o0 308G a < 4.65
buie(a, csr) = ¢ cos0-308a ) 5
a”exp (k) ,otherwise

(8)
v =2.2In(0.52 - csr)est®® — 0.1, = 0.91n (13.5 - csr)csr™ 2 (9)

with alpha as the angle in milliradians and csr as the circumsolar ratio [63]. The
probability density function of the Pillbox distribution is much simpler and given by

1 Ja<sw

pillbox(a, sw) = { (10)

. )
0 ,otherwise

with sw as the sun width in milliradians. Lastly, the custom sun shape is defined as a
stepwise linear probability density function which gets normalized afterwards.

All optical aspects described so far need to be evaluated using a ray tracer. Sun-
Flower contains different types of ray tracers as described in the following.

2.1.1 Monte Carlo ray tracer

The task of a ray tracer is to calculate the total intercept power P, at the receiver
for a given direct normal irradiation Ipyr and sun position. To do so, the ray tracing
techniques presented in the following generate representative rays on the surface of the
mirror in a bidirectional ray tracing manner. Shading and blocking computations are
sped up by precomputing a simplified version of the ray-heliostat interaction. As a
result each heliostat has a set of potential blocking and shading heliostats [29]. The
facet of a heliostat is evenly discretized into cells each with an intercept power of

11



Pint,cell = {DNI Acell Ncos Mref naa/ Nsb Mint - (11)

=Ireflected

with Ao as the area of the heliostat cell and Piegecteq @s the total power reflected by
the cell.

For the computation of the total intercept power, there are three main challenges
e one ray is used to represent photon interactions of a certain cell,
e evaluation of the ray disturbance,
e computation of shading and blocking effects.

In the following the bidirectional Monte Carlo ray tracer of SunFlower is introduced [29]
and extended to the new sun shapes. The Monte Carlo-based ray tracers are straight-
forward techniques to compute the concentrated solar power at the receiver. They are
suitable for complex receiver geometries where most analytical methods are not appli-
cable anymore [39]. But since they rely on the law of large numbers, a vast number
of rays need to be simulated to achieve accuracy and reduce fluctuations. Therefore,
Monte Carlo ray tracers tend to have a long processing time when an accurate result
is needed.

A bidirectional-Monte Carlo ray tracer simulates a perturbed version of the ideal
reflected ray, see Figure 7. For this, random numbers are generated from normal
distributions with standard deviations as in Equation (7).

Figure 7: Illustration of the bidirectional-Monte Carlo ray tracing principle. The he-
liostat is shown in blue, the receiver in green, the Gaussian disturbance in
black, and the generated ray in red [29)].

The perturbed ray is now checked or shading and blocking. Therefore, it is traced
in forward and backward direction. If the ray hits another heliostat, then 7y, for this

12



ray is set to 0, otherwise to 1. If the ray hits the receiver surface, then 7, is set to 1,
otherwise to 0. Thus, only If the perturbed ray is not blocked nor shaded and it hits
the receiver, its representative power Piefiectea from (11) is added to the total intercept
power at the receiver.

Random generator for sun shapes As discussed in Section 2.1, our ray tracer should
also be able to represent sun shapes other than a Gaussian. For an accurate repre-
sentation first, the sun vector is perturbed, as specified by the new sun shapes, and
then the reflected ray to account for tracking and slope errors. Therefore, a method
to perturb a vector based on the new sun shapes, which are defined by their profile is
needed. A two dimensional perturbation is calculated using polar coordinates. Since
the sun shapes are circular, the angle ¢ is drawn from the uniform distribution [0, 27].
As described in [63], the original sun shape profile then needs to be modified as follows

L(0) sin 6 cos 0
L<9) - w/2 3 . )
Jo " L(6) sin 6 cos 0db

(12)

with L as the sun shape profile. Samples can then be drawn from the distribution by
approximating it with a piecewise linear distribution. The three dimensional perturbed
vector then is given by (tan @ cos o, tan fsin ¢, 1)T which gets converted into the local
coordinate system of the sun ray to obtain the desired disturbed sun ray.

2.1.2 Analytic ray tracer

In contrast to the Monte Carlo methods, an analytical ray tracer calculates the inter-
cept efficiency 7, in a deterministic manner. The ray tracers presented in the following
are expanding on the works in [29]. Instead of generating several perturbed rays from a
given distribution, the aim is to integrate the distribution around the perfect reflected
ray. With this, an exact evaluation of the ray disturbance can be obtained which elimi-
nates a central error source of the ray tracer. Thus far fewer rays are needed to achieve
accurate results. Moreover, due to the deterministic nature of an analytical ray tracer
there are no fluctuations in the results.

The distribution of a ray reflection is commonly represented by a two dimensional
probability density function on a plane orthogonal to the ideal ray direction called
the image plane. As described in (7) we model the errors perturbing the ray using
two independent Gaussian distributions. Therefore, our two dimensional probability
density function is given by

1 1 z \° Y 2
f(ﬂ?, y) = 92 hor ~ver exp _5 hor + ver ’ (13)
71-O-spano-span aspan Uspan

with olor = §-tan (6", o3, = 6-tan (0¥*") and § as the distance of the ray origin to

the image plane. Integrating over an area representing the receiver gives the probability

13



of hitting the receiver. In the following, two analytical ray tracers will be described
that mostly differ in the function used to describe the ray disturbance. They have
been introduced in [29] and are here generalized for the new sun shapes and refined to
better account for shading and blocking effects.

Convolution method To compute the intercept efficiency n;,, the receiver is pro-
jected onto the image plane () using a perspective projection of each point of the
receiver shape, see Figure 8a. Every projection requires only one matrix multiplication
and gives the projected point in local coordinates of the image plane, see Figure 8b.
Here, each corner ¢; gets projected onto the plane resulting in c;. whose coordinate sys-
tem is defined by 7¥¢, 7¥¥*" and the origin m,,,. The base vectors match those of the
disturbances to the ideal ray which intersects the plane at m,,,. The resulting polygon
D represents the region where each intersecting ray also hits the receiver surface. Note
that the image plane can be set at an arbitrary distance since for all distances a valid
representative region of the receiver exists. Thus the intercept efficiency m;, that the
ray will hit the receiver is given by

o = | Fla,y) 2. (14)

N c2
\\\\\ Fver
7hor
/ Mray
| —e '/ !
C3
L ¢
(a) Perspective projection of a receiver (b) Tllustration of the local coordinate sys-
shown in green that is required for the tem on the image plane defined by 7V,

Zver
T

convolution method. and the origin mqy.

Figure 8: Illustration on how to calculate the projected receiver area on the image
plane where the two dimensional Gaussian is defined [29].

In Figure 9 the principle of the convolution ray tracer is demonstrated.

The basic idea to evaluate the integral in (14) is to integrate over the outer region
of the polygon by dividing it into so called angular regions. With the extension in [18]
arbitrary polygons can be handled. The integration over an angular region is partly
not analytically possible. Therefore, a minmax polynomial fit to the non-integrable
part of the original function is used [19]. The degree of the underlying polynomial
directly effects the accuracy and the run-time. Further details can be found in [51].
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Figure 9: Illustration of our convolution ray tracer. The heliostat is shown in blue and
the receiver in green. The shaded red cone illustrates an exact evaluation of
the perturbation of the ideal reflected ray [29].

Commonly, analytical ray tracers like HFLCAL solve the integral in (14) with some
kind of quadrature rule by discretizing the receiver into smaller pieces. The advantage
of our approach is that it does not require any further discretization of the receiver
since it directly integrates over the polygon. In such a way the overall run-time can be
reduced significantly. Due to the gained speedup, our convolution ray tracer i
s capable of simulating multiple rays for each facet to improve accuracy.

For the shading and blocking efficiency 7y, the convolution ray tracer uses the ideal
non-perturbed ray and tests against neighboring heliostats. Furthermore, for cavity
receivers partial blocking from the tower itself needs to be considered. To exclude these
blocked regions, polygon D has to be cut into its truly visible parts. This can be done
efficiently on the image plane itself using two cutting lines which also offer a fast way
to test whether any cut is required.

As shown in [51], the convolution method is more accurate the more cells per facet
are used. But increasing the number of rays effectively increases the computational
costs. In the following, we present the integrated convolution ray tracer, which aims
on integrating over several error cones, such that the accuracy increases without using
more facet cells.

Integrated convolution method By deeper investigating the effect of evaluating mul-
tiple rays one can see that the simulation of an infinite amount of rays can be modeled
by simply using a different probability density function. Consider a two dimensional
example of the ray tracing problem as shown in Figure 10. When simulating two
rays instead of one the original intercept efficiency 7y, is split and the total power
contribution to the receiver is given by

1 1 1

b
Mint = §nint,1 + §7hnt,2 = 5/ (f(l“ - Nl) + f(ﬂU - N2)) dz, (15)
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Figure 10: Simplified example of the power contribution of two heliostat cells shown
in blue to the receiver spanning from a to b shown in green. p; and uo are
the origins of the ideal reflected rays [29].

with f as the Gaussian distribution describing the disturbance, p; and ps as the ori-
gin of the two rays and nin,1 and i 2 as the probability that they will hit the receiver.
Here, a and b are coordinates of the projected receiver.

Extending the idea to an infinite amount of rays comes down to integrating over the
cell length ¢ leading to

e/2 b
lim flx— ) dx—/ / —xdudm—/F:L‘ dz
/a nHOOnZ £/2 a ( )

[ () ()

with F' as the new probability density function, see Figure 11. Here, pu; are the new
midpoints of the heliostat cells which are given by

(16)

A . max — Mmin
i = i+ -+ Apu(i = 1), Ap = Frx—Fni, (17)

Likewise a two dimensional version of the function F' for our general ray tracing
problem can be formulated. Given a cell of length ¢ and width w the new probability

density function is given by
2 — 2 —
o [ Y w/2—z\ orf | =Y —w/2—x
V20l Vaoky,

22—y orf —t/2—y
V2o, Voo, ) )
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Figure 11: Tllustration of our integrated convolution ray tracer [29].

Note that the function assumes the cell to be aligned with the axis of derivation.
When this is not the case, a simplified version of the cell is used which is reduced to
its effective reflected area and correctly aligned.
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Figure 12: Approximation of the integrated Gaussian of a cell of length [ = 1 m and
standard deviation opeam = 3 mrad at a distance of 100 m [29].

But since an integral of the new probability density function over a polygon is hard to
evaluate, an approximation is needed. To achieve an accurate approximation, we made
use of the fact that with an increased distance to the image plane the function converges
to a bivariate Gaussian function as in Equation (13). Here, the integrated version of
the Gaussian distribution from each perturbation axis is approximated individually.
An example from a cell of length [ = 1 m and standard deviation opea, = 3 mrad
with its approximation is shown in Figure 12. Therefore, given the length of the cell £
and standard derivation o, a function that calculates the standard derivation o,pp, of
the new Gaussian distribution approximating the integrated Gaussian distribution is
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needed. Such a function is given in the following

o , b
Cappr = O * g(5§), with g(x) = max (a - exp (m) +d,1). (19)

Coeflicient Value

a 6.0654123395858638-10 3
b 1.0168091727137571-10°
¢ 1.3522384735784115-10%
d 9.8897960843463073-10~!

Table 1: Coefficients of the sigma multiplier function gapprox from Equation (19).

Table 1 shows the values of the used constants in g. The derivation of g can be
found here [29]. Note that g converges to one with the distance leaving the original
standard derivation unchanged. A comparison between the integrated Gaussian distri-
bution and an optimal Gaussian approximation as well as between an approximation
using Equation (19) showed differences of less than 1.5% [29].

By approximating the integrated Gaussian distribution of each perturbation axis we
can carry out the ray tracing the same way as in our Gaussian convolution method.
However, since the rays are not originating from a single point anymore the use of a
perspective projection to obtain the representative region of the receiver introduces
some errors. But the error can be minimized by placing the image plane at the mid-
point of the receiver.

A study done in [13] backs up the approximation method of our integrated con-
volution technique. They fitted the slope error in HFLCAL such that the solar flux
matches the actual measured data. The resulting standard derivations increased for
larger cell areas and decreased with the distance which corresponds to the behavior of
our approximation.

To conclude, our integrated convolution ray tracer models the simulation of multiple
rays using a simple adaptation of the bivariate Gaussian distribution.

Shading & Blocking So far, the integrated convolution ray tracer introduced in [29]
addresses a fast and accurate computation of the intercept efficiency. However, shading
and blocking efficiency calculations also have a large impact on the overall accuracy
of the result. All other efficiencies are already accurately represented with only a
single ray per heliostat facet, more details in Section 4.1.4. Therefore, additional

18



computational effort should only be spent on blocking and shading computations.
Instead of evaluating only one ideal reflected ray for shading and blocking effects,
our analytical ray tracer can handle multiple shading and blocking samples. A more
exact evaluation would be to orthographically project shading and blocking heliostats
onto the surface of the current heliostat cell and subtract overlapping areas. However,
it is questionable whether this approach would be more performant.

Sun shape approximation Since our analytical ray tracers are formulated for a bi-
variate Gaussian distribution, other sun shapes can not be represented directly. An
exact evaluation would require two new methods. First, a way to convolute the new
sun shape with the bivariate gaussian for the tracking and slope error. Second, an effi-
cient method to integrate the resulting two dimensional distribution over a polygonal
region. Considering how much effort went into the development of a method to inte-
grate a bivariate gaussian over a polygon, the second requirement is out of the scope
of this thesis. But the same idea of the integrated convolution can be applied here.
Instead of using the exact distribution directly, one can approximate the convoluted
distribution with a bivariate Gaussian.

A straightforward approach to this problem is to simply approximate the sunshape
before the convolution. Then the convolution can be carried out as before. However,
as a simplified test case has shown, the resulting convoluted Gaussian has a different
standard deviation than the flux profile obtained by separately perturbing the sun
vector and heliostat normal. The test case consists of a rectangular 1 m? receiver
discretized into 49x49 pieces and one ray with 100.000 samples originating 50 m away
from the receiver. As a sun shape, the pillbox distribution with a sun width of 4.35
mrad was used combined with a tracking and slope error of 2 mrad. Since the standard
deviation of the pillbox distribution is around 2.512 mrad, the simple approximation
would result in a convoluted standard deviation of 1/2.5122 + (2-2)? &~ 4.72 mrad.
However, the standard deviation obtained from the experimental data is 4.59 mrad
which is a difference of around 2.8%.

Thus, calculating the convolution and taking its standard deviation might lead to
more accurate approximations. Since we already represent the profile of the new
sun shapes as piecewise linear distributions, it seems reasonable to use a convolution
method for one dimensional piecewise linear distributions. But even though the con-
volution of two bivariate Gaussians can be reduced to the convolution of the respective
one dimensional Gaussian, the same does not hold for other circular distributions. For
example, convoluting two one dimensional profiles of pillbox distributions results in a
triangular shaped distribution. But, in the same test case as above with two pillbox
distributions a different flux profile is obtained, see Figure 13. To verify the expected
and actual result, the horizontal profile of a random generator for the 2D sun shape
and one for the 1D pillbox profile are also shown. The same holds for the convolution
of a pillbox with a bivariate Gaussian. Therefore, the convolution computation actu-
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ally needs to consider the two dimensional distributions. Since no efficient analytical
method has been found, a numerical calculation of the convolution is carried out.

Experimental
2D Random Generator
e 1D Convolution
—— 1D Random Generator

—-0.4 —0.2 0 0.2 0.4

Receiver horizontal position [m)]

Figure 13: Convolution of two pillbox distribution with a rectangular 1 m? receiver
discretized into 49x49 pieces and one ray with 100.000 samples originating
50m apart from the receiver. The convolution of the 1D pillbox profile is
expected to have a triangular shape as confirmed by a random generator,
shown in blue. But from the test case as well as a random generator for the
actual 2D sun shape, a different profile is obtained shown in orange.

First, the two dimensional vector (0,0) gets individually perturbed by the specified
distributions similar to the three dimensional case in the Monte Carlo methods, see
Section 2.1.1. For each sample vector its length is calculated and the reverse operation
of Equation (12) has to be applied to get the correct profile resulting in a standard
deviation of

U:\/M’S._; (20)

T .
n—1 sin l; cos(;

with /; as the length in mrad of the i-th sample and 5 = )" s;/n as the mean.
To reduce memory usage, the samples are grouped in buckets instead of saving each
of them for the calculation of the mean.

2.1.3 GPU Acceleration

Since each ray is evaluated independently, the ray tracers are highly concurrent. There-
fore, they are very well suited to run on hardware specialized for parallelism like the
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GPU. A summary on the how the CPU version of SunFlower was parallelized on the
GPU is given in the following. The presented work done by Aldenhoff [2] has been
refined and extended to include newly added features to the ray tracer.

A CPU consists of a small number of independent cores with large individual caches.
In contrast, a GPU has a lot more cores sharing the control logic and caches. Mem-
ory consumption and transfer are typically the limiting factors for GPU programs.
Therefore, a lightweight version of SunFlower was implemented in CUDA. Only data
essential for the calculations is transferred from the CPU to the GPU. Because the
GPU executes threads in so called warps sharing one program counter, any execu-
tion divergence results in synchronization and thus loss of parallelism. Branches were
very common in the ray-heliostat and ray-receiver intersection calculation. Specifically,
when traversing the bounding volume hierarchy. For better performance, an iterative
synchronous traversal was implemented. Another frequently executed part of the code
causing execution divergence is the bivariate polygon integration. The algorithm de-
veloped in [19] includes a variety of branches for the angular cases. Since the actual
computation is mostly the same, a branchless version was implemented.

Now that all components of the most complex submodel of the CRS are fully de-
scribed, the remaining models will be shortly discussed in the following sections.

2.2 Thermal model

The incident solar radiation Qi calculated by the optical model is transferred into
thermal power at the receiver. It consists of panels containing tubes through which
a heat transfer fluid (HTF) is flowing. As a HTF molten salt is often used and thus
considered in our model. It is based on the works of Heiming [28] and Franke [25].
However, some of the incoming solar radiation is lost due to different types of effects.
First, only a part of the radiation is absorbed by the receiver since some gets reflected
Q.er. Additionally, the HTF losses thermal power to the surrounding air by convection
Qoonv. 1t is caused by the fluid flow as well as by gravity and thermal buoyancy. Since
the convection loss depends on the receiver being used, each receiver type has its own
model for the convection loss, see [15]. Lastly, the receiver panels radiate heat into
the environment Qrad. Because the environment also radiates heat onto the receiver
the actual loss depends on the temperature between the environment and the receiver.
Therefore, our model differentiates between radiation loss to the ground and radiation
loss to the sky [15]. In total the remaining thermal power of the HTF Qnet is given by

thf = Qinc - (Qref + Qrad + Qconv)- (21)

The second part of the thermal model is to predict the required mass flow rate of the
HTF to obtain the desired temperature at the receiver outlet. The resulting equation
for the mass flow rate has an implicit nature and is therefore solved iteratively. More
details on the model can be found in [28].
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2.3 Storage model

excess energy

P&(t)
Prec(t) Prec—)pb(t) Ppb(t)
‘receiverl kil @ o . il power block
Ptrﬁc—mb (t) Ptshb—>pb(t)

L | storage block

Figure 14: Possible power flows of the storage system, derived from [15]. The thermal
power of the receiver can be stored, directly pumped into the power block,
or discarded.

Instead of directly feeding the HTF to the power block, it can also be transported
into a storage system. This approach has two benefits. First, electricity generation can
be adjusted to the demand, and second excess power surpassing the capacity of the
power block PE>™ can be stored P5P instead of being wasted. The heated molten salt
is stored in a hot storage tank and after its power is converted, it is transferred to a
cold tank. As shown in Figure 14, the thermal power can flow from the receiver P to
the storage block Pr™*®  to the power block PL7P" or be discarded as excess energy
P§¥. Stored power in the storage block can then flow to the power block Ptsﬁ’ P A
buffer strategy derived from Coumbassa [15] is considered which maximizes the power
input. Depending on the amount of thermal power at the receiver, two operation
modes are used. First, the generate mode, where the thermal power at the receiver
is less than the maximum input power of the power block (Pie¢ < PP Then all
thermal power can be transferred to the power block and thus nothing needs to be
stored. Additionally, power in the storage tank can also be processed leading to

rec—sb __ ex _
Pth - Pth - 07

b
Py = Py, (22)
sb—pb __  ppb_max rec—pb
P, th =P th - B th .

However, there is also a minimum input power required by the power block to pro-
duce electricity. If this requirement is not met, the thermal power is fed into the storage
tank.
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rec—pb _ psb—pb
Pth - Pth - 07

rec—sb __ : rec sb_max
P = min (P°, P, ), (23)
ex __ prec rec—sb
th — 4th — P, th )

with P5P-max ag the capacity of the storage block.

On the other hand, the surplus mode considers the case that more thermal power is
pb_max

generated by the receiver than the power block is capable of handling (P > P} ).
The hot tank then stores as much power as possible and the residual power is discarded.

rec—pb __ ppb_max
Py, 7 =Dy,

)

rec—sb __ . rec rec—pb sb_max
Py = min (P — Py » Lth ), (24)
Psb~>pb —0
th -
ex __ prec rec—pb rec—sb
th — 4th — 'Pth - ‘F)th

By applying the buffer strategy for each time step At, the thermal energy Q3 (t)
stored in the hot tank at time ¢ can be computed.

(AL = Q) + (mn P (1) = o P (1) — hos Q30 (1) - AL, (25)

with M, Nouws as the charging and discharging efficiency of the storage block, and 74
as the heat loss factor.

Similarly, the thermal power at the power block is given by an iterative applica-
tion of the buffer strategy while considering different losses, see [15] for more details.
Therefore, the thermal power at the power block is given by

P (1) = Pie7™0(8) + Py (1), (26)

2.4 Electrical model

The thermal power calculated in the storage model is then converted into electrical
power as described by the following electrical model [25]. It models the power block
consisting of a heat exchanger, a steam turbine, a generator, a condensator, and a
cooling tower. Since molten salt has a temperature far above 100°C, it evaporates
water in the heat exchanger which then drives the turbine to generate electricity. A
condensator in combination with a cooling tower cools the steam down to a liquid.
To simplify the calculation of the power block efficiency 7,,, measurements from an
actual 100MW power block provided by TSK Flagsol are used. These depend on the
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turbine load as well as the ambient temperature. After testing the efficiency at different
loads and temperatures, the results were bilinear interpolated to estimate efficiencies
for intermediate values. Figure 15 shows the resulting efficiencies. Therefore, the
efficiency np, is directly obtained from the bilinear interpolation, and the electrical
power is given by

PE(t) = b (Tamn, 1) - PR (D). (27)
40
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Figure 15: Interpolated efficiencies of a 100 MW power block for various ambient tem-
peratures and loads taken from [25].

2.5 Economical model

In the last part of CRS model, its economical aspects are evaluated. Since the generated
electricity of the plant is known from the electrical model, the income can be calculated
given the hourly tariff of electricity mr,g(t) to

365

1ncome Z/ Ppb d t 7TTOE(t)dt ~ Eel * TToE, (28)

with Fg as the annual electrical energy production.

The modulation of the costs is the most complex part of the economical model. Most
of the presented model is based on the works of [28] with a few simplifications [24].
Two types of costs are considered, the investment costs Ciuest as well as the operation
and maintenance costs Coy.
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Investment To estimate the investment costs, the cost of each component of the
plant is summed up to

C'invest = C'land + C’hel + C’tovver + Crec + Csb + Cpb- (29)

Originally, two effects influencing each component costs were taken into account [28].
First, the scaling effect describing the scaling of all costs that are based on a reference
project of different scale. Furthermore, the volume effect described the decreasing
costs when larger quantities are bought. However, the required parameters are hard to
estimate correctly and the volume effect is often the same since larger quantities are
brought anyway. Therefore, these effects are not considered in the following simplified
model

e The land costs Cl.ng consist of terrain costs as well as costs for terrain improve-
ment.

e According to [28] heliostat costs Che; were put into two main categories. Direct
costs for the foundation, manufacturing, wiring, communication, optical improve-
ment of the mirrors as well as the installation of each heliostat. On the other
hand, indirect costs for the engineering, facilities and tooling, and equipment
lease. Considering our simplification, most of these costs can be combined to

Chel = Chel * Nnel + Chel,ind; (30)

with cpe as the combined direct cost factor for each of the Ny and Cheping as
the total indirect heliostat cost.

o Cliower are the total costs of the tower.
e Similarly, C,.. consists of all costs for the receiver.

e Since the costs of the storage system Cg, depends on the maximum storage
sb_max

capacity @5, they are given by

Csb = Csb * Qigﬁmaﬁ (31)
with ¢ as the costs per thermal power.

e Lastly the cost of the power block C, depends on its maximum output capacity
prb-maxout oo follows

el
Ppb,maLout
el )

Cpb = Cpb . (32)

with ¢, as the costs per electric power.
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The operation and maintenance costs Coyp consists of staff, water, spare parts, and
insurance costs which largely depend on the size of the plant. Since the investment
costs also depend on the plants size, operation and maintenance costs are modeled as
a fraction of Ciyest

C’OM = fOM : C’invesd;' (33)

From the costs of the plant and its generated income, different economical perfor-
mance measures can be calculated.

Levelized cost of electricity (LCOE) The levelized cost of electricity describes the
running production costs of electricity. Thus, it does not directly consider the one-time
investment costs. Due to its simplicity, it is commonly used to compare different power
plants [28] and calculated as follows:

LCOE = Annual costs o Cinvest . fannuity + COM

= 34
Annual energy production E, ’ (34)

with the annuity factor containing the nominal rate of interest r of the loan and the

number of years [V, for the loan repayment which is assumed to be the whole project
life time

1 (1+r)Nv.r
fannuity = N = N . (35)
Zyil (l+1r)y (14 7r)N =1

In simple terms, the annuity factor is used to determine the annual amount of money
that has to be paid to compensate for the investment loan while taking time into
account. It is calculated from the present value, i.e. how much the annual payments
would be worth at the beginning of the loan. Therefore, it includes the fact that having
some amount of money now is worth more than having the same amount of money in a
few years. More specifically, the bank could use the money for other loans. Therefore,
the present value PV, of each of the annual loan repayments L, decreases per year y
due to the compounded interest (PV, - (1 + 7)Y = L,). To have a profitable deal for
the bank, the summed present value should match the investment costs. Thus, the
required annual payments can be calculated as a fraction of the investment cost as
shown in Equations (34) and (35).

Net present value (NPV) To estimate the overall profit of the power plant, the net
present value is used. As the name suggests, it measures how much the whole project
including its annual revenue and investment costs, would be worth at the beginning
of the project. The present value of the annual income and costs can be calculated as
stated above by using the annuity factor. Since the present value is now of interest
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and not the required annual loan repayment, the inverse of the annuity factor has to
be used. When subtracting the investment costs we get

NPV = Z(PVimome’y — PViostsy) — Investment costs

o 1nc0rne — LOM C o C’income - CYOM C
E — Vinvest — — UVinvest)
1 + T f annuity

Internal rate of return (IRR) The internal rate of return calculates the required
nominal interest rate r of Equation (36) to have an NPV of zero. Therefore, giving a
measure at which interest rate the project would be profitable.

Paybakc Period (PP) Similarly, the number of years Npp until the project generates
profit can be calculated by setting Equation (36) to zero and solving for N, resulting
in

Cin(‘omofc
IOg ( Cincome*COMfg'I\éinvest ) (37)

log (14 1)

PP —

2.6 Annual integration

So far the optical model considered the static case of having a particular date and time
for which the solar power should be calculated. But as discussed in the last sections
the annual received energy is often of interest which is given by:

365 365

Z / P(d,t)dt = Z / AnetiosIpni(d, t)n(d, t)dt (38)

with P(d,t), Anelios, Ipn1(d,t) and n(d,t) as in Equation (11) and F,. as the annual
solar energy hitting the receiver. Even when approximating the integral over the day
by a sum over the hours, the optical model has to be evaluated 8760 times for one an-
nual simulation. Considering that an optimization of the heliostat field requires a lot
of annual simulations, this approach is infeasible. Therefore, instead of computing the
optical power for each hour of the year, specific dates and times are simulated and the
remaining ones are obtained via interpolation. First, the temporal domain in Equa-
tion (38) is transformed into either an ecliptic or equatorial coordinate systems [54].
These are then transformed into a unit square which can be sampled by a regular or a
non-regular grid. When using a regular grid, the computed sample efficiencies can be
interpolated by a variety of different methods.

1. Nearest-neighbor interpolation which uses the closest neighboring sample.
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2. Bilinear interpolation of the four surrounding points.

3. A spherical linear interpolation (SLERP) based method, that applies SLERP in
both directions but uses efficiencies instead of quaternions.

4. Bicubic interpolation using cubic splines to achieve smoother interpolation sur-
face [54].

For non-regular grids, Legendre polynomials are utilized. More details on the annual
integration method can be found in [54].

3 Heliostat field layout optimization

Optical losses are responsible for about 40% of the total losses within a CRS [40]. The
heliostat field layout has a crucial impact on optical losses. Therefore, optimizing the
layout can significantly improve overall efficiency. As discussed at the beginning of this
thesis, there are a variety of different approaches to optimization. In the following,
three different optimization strategies will be discussed. Section 3.1 describes the
pattern based optimization which places heliostat in a parameterized pattern and thus
reduces the search space to a few parameters. The goal of pattern optimization is to
find the best parameters and select the highest scoring subset of heliostat positions.
One downside of pattern optimization is that an optimal field layout is most likely not
within the pattern.

Therefore, pattern-free optimizations like field growth methods consider a far larger
set of possible positions. They sequentially add the best performing heliostat to the
field to obtain an optimal layout. Section 3.2 introduces our new graph based field
growth method in detail.

Finally, in Section 3.3 local search optimization is discussed which further improves
a given heliostat field by repositioning each heliostat individually.

3.1 Pattern based approaches

The pattern optimization discussed in the following is extending on the work of Richter
et. al. [50, 24]. All original patterns and their improved versions are described by a
few parameters. These are then optimized with our combinatorial or downhill simplex
search methods, as described in Section 3.1.6.

3.1.1 North-South staggered

The north-south staggered pattern was developed as an improvement to the cornfield
pattern by reducing empty space between the heliostats [37]. Instead of having equal
rows as in typical cornfields, each row in the North-South staggered pattern is staggered
to its neighbors offering a more dense packing. As indicated by its name, the pattern
is aligned with the north-south direction due to its horizontal and vertical symmetry
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as well as the sun’s movement. Moreover, the distances d® between rows and d5°!
columns of the pattern linearly increase with the distance to the center

A = @™ i+ bVD, = a4+ 5D, (39)

row bI‘OW Cco
) )

where D is the heliostat diameter and a a®', and b°! are the linear and
constant factors for the row and column distance, respectively. The linear factors are
extensions to the original North-South staggered pattern.

Figure 16 illustrates the north-south staggered pattern and the parameter for opti-
mization can be found in Table 2.

Parameter Description

a™v constant factor of the row distance
brov linear factor of the row distance

acol constant factor of the column distance
peol linear factor of the column distance

Table 2: Parameters of the North-South staggered pattern, with parameters that are
not existing in the original pattern shown in bold.

° ° ° °
° ° ° °
° ° ° ° °
° ° ° ° )
dEOW
° ° ° ° ° ° ° °
ol drev dgol diOI dliow
. . . ‘ . e . ........................ . ..................... . ................ ‘ ............... .
(a) Original (b) Improved

Figure 16: Illustration of the original and extended North-South staggered pattern,
with d®°% and d$°! as the i-th row and column distance, respectively.

3.1.2 Radial staggered

The radial staggered pattern also places heliostats in a staggered fashion for closer
packing [14]. However, they are now positioned on concentric rings, see Figure 17a.
The pattern can be found in a lot of commercial CRS like the Gemasolar [11]. The re-
quirements of the original pattern are simple. The radial distance between consecutive
rows should be constant while heliostats are placed as dense as possible. Therefore, a
staggered arrangement is needed, which mostly requires the same amount of heliostats
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between each row. The only exception is when twice as many heliostats can be placed
as on the row before. Rows having the same amount of heliostats are grouped into one
zone. Finally, the first row is set to contain 35 heliostats.

From the requirements and some basic geometry, the following specifications were
derived [14]. The minimal distance h between neighboring heliostats is given by h =
D+a, with D as the heliostat diameter and a as a safety distance parameter. Therefore,
the minimum radial increment Ar and the radius r;; of the first row of zone one can
be computed to

- N
Ar:h\/—gz(D+a)£7 7"11=h -,
2 2 ' 2

with N; = 35 as the number of heliostats in the first zone.

(40)

Since the heliostats are evenly spaced on each ring, the angular distance Aa; between
two consecutive heliostats on the j-th Zone is Aa; = 27 /N;. Each heliostat position is
given in polar coordinates. The angle of the first heliostat of a row is displaced by Aa, /2
to the previous rows first heliostat, see Figure 17a. Once the distance between two
heliostats on a row is larger than 2h, another zone starts with /N; = 2/V;_; heliostats.

SunFlower also includes an improved version of the original radial staggered pat-
tern, see Figure 17b. Here, the radial increment is multiplied by a growth factor g.
Additionally, blocking effects are mostly avoided by requiring a minimum radial incre-
ment as done in [14]. This minimal increment is based on a simplified blocking model.
From the intercept theorem, the radial increment Ar; ; of the i-th row of zone j can
be calculated to

\/§ Ti jPhel
Ar; ;= h—, SO Y , 41
" 7 gmax < 2 htower - hhel ( )
with 7; ; as the radius of the current row, hhel as the height of the heliostat, and hower
as the height of the tower.
A more general formula for the number of heliostats in the j-th zone which is based

on the radius r; ; of the zone is

N; = {WJ . (42)

2ry

The equation above allows using different numbers of heliostats in the first and the
following zones. Lastly, the whole pattern can be scaled in direction of an axis passing
through the origin. The axis is defined by the angle § to the z-axis and s determines
the scaling factor, see Figure 17b. For a given point p, the scaled version p’ can be
calculated by coordinate transformations. First, the scaling axis is aligned with the
x-axis by rotating with an angle 3 in clockwise direction. Then the x-coordinates are
scaled using s and the rotation is reversed leading to
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(p;) _ (cos (B) —sin (B)) (3 O> (cos(—ﬁ) —sin(—ﬁ)) <px> (43)
p; sin(B)  cos(p) 01 sin (—f) cos(—p) Dy)
It should be noted that [ only ranges from 0° to 180° since the scaling axis is

symmetric at the origin. An illustration of the new scaled pattern can be found in
Figure 17b and its parameters in Table 3.

(a) Original (b) Improved

Figure 17: Illustration of the original and the improved radial staggered pattern. Two
zones Z; and Zy are shown where each heliostat has a distance of h to the
next heliostat on the same row and the radial increment is given by Ar. The
improved version uses varying radial increment and can be scaled along an

axis defined by f.

3.1.3 Rose

One disadvantage of the radial staggered pattern for some heliostat fields is its radial
symmetry. Depending on the geographical location of the field, the optical efficiencies
can vary in north-south direction as well as east-west direction. To better account for
these differences, the rose pattern segments the field into six sectors as illustrated in
Figure 18. Sector six is the mirrored version of sector two, likewise for sectors five
and three. Within each sector, heliostats are placed according to the radial staggered
pattern. Safety distances between two sectors were added to avoid collisions. In the
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Parameter Description

a constant safety distance

g linear radius growth factor

B angle of the scaling axis to the z-axis
S scaling factor

Table 3: Parameters of the improved radial staggered pattern, with parameters that
are not existing in the original pattern shown in bold.

original paper, each radial increment of each sector was optimized individually leading
to a total of 172 parameters [17]. To simplify the optimization, our version of the rose
pattern uses the parameters of the radial staggered pattern within each sector except
the scaling parameters. Table 4 shows the parameters of the pattern.

Figure 18: Illustration of the rose pattern, with S; as the i-th sector. Within each
sector the radial staggered pattern is used. Sector five and six are mirrored
version of sectors three and two, respectively.

3.1.4 Hexagon

The original patent of the hexagon pattern [46] placed heliostats along concentric
hexagons. The smallest distance d; between the hexagons increases linearly, while each
edge of a hexagon contains one more heliostat than the edge of the previous hexagon.
This results in a staggered arrangement. The heliostats are evenly spaced on each edge
with a distance of h; between two heliostats and h;/2 between a heliostat and a corner.
On the edge of the first hexagon, only one heliostat is placed.

32



Parameter Description
a; constant safety distance of sector i € [0, .., 4]
gi linear radius growth factor of sector i € [0, .., 4]

Table 4: Parameters of the rose pattern, with parameters that are not existing in the
original pattern shown in bold. Sectors two and six as well as three and five
share the same parameter.

From the description above, a formula can be derived to obtain the heliostats po-
sition. An illustration of the hexagon pattern can be found in Figure 19a. The inner
radius r; of the hexagons determines the edge length k; and the distance between he-
liostats h;. From the increasing distance d; between consecutive hexagons these values
can be calculated to

J=1
2 k;
dZ:CLZ—I—b, Ti:zdj’ k‘i:—ﬁ‘, hz: . . (44)
= V3 1+ 1

To obtain the heliostats coordinates, first the corner positions ¢;; with j € [0, .., 5]

are computed
L (kicos(j%)
Cij = <kz sin (]%) . (45)

Starting at corner ¢; ;, the first heliostat is placed at a distance of h;/2 in the direc-
tion of the next corner and the next ¢ heliostats at a distance of h; to one another.

Further adjustments to the original layout have been made [24]. Heliostats are now
also placed at the corner to ensure an equal distance between them throughout each
hexagon. Similar to the modified radial staggered pattern, the distance d; between two
hexagons is increased to be at least the blocking distance leading to

. T'i el >

di=max|(a-i+b —— |. 46

< htower - hhel ( )

Finally, the pattern can be scaled at an arbitrary axis as defined in Equation 43.

Figure 19b illustrates the modified hexagon pattern and Table 5 lists the parameters
for optimization.

3.1.5 Spiral

As demonstrated in different areas of science, it can be beneficial to apply strategies
that are inspired by nature. Sunflower seeds for example, are optimized for two ob-
jectives that are also relevant for CRS. One is to minimize shading of other seeds and
the other is to maximize the number of seeds per area [5]. A sunflower achieves both
by having a dense packing close to the center of the flower which decreases outwards.
Furthermore, the seeds are arranged in a staggered way. Both properties arise when
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(a) Original (b) Improved

Figure 19: Illustration of the Hexagon pattern and the improved version. The corners
on the i-th hexagon are given by ¢; ;, the distance between hexagons by d;,
the hexagon side length by k; and the scaling axis is defined by f.

Parameter Description

a constant factor of the hexagon distance
b linear factor of the hexagon distance

B angle of the scaling axis to the z-axis

S scaling factor

Table 5: Parameters of the improved hexagon pattern, with parameters that are not
existing in the original pattern shown in bold.

the seeds are placed in a spiral which is formed by gradually increasing the distance
to the center and always placing a seed after a certain angle. The angle of interest is
the golden ratio for angles, i.e. the ratio between the angle to the rest of a circle is
the same as the rest to a full circle [5]. Noone et al. [43] first proposed to apply this
pattern to heliostat fields.

Based on the formulation of the pattern, it is easiest to describe the positions of the
k-th heliostat in polar coordinates (g, 7). To control the distribution of the pattern,
the radius incorporates two parameters a and b leading to

1+v5)
5 .

re=a-k° = 27rk< (47)

Similar to the modified radial staggered and hexagon pattern, the spiral pattern can
also be scaled as described in Equation (43). Figure 20 illustrates both the original
pattern and the scaled one. The parameters of this pattern are given in Table 6.

3.1.6 Optimizer

Now that the different patterns have been specified, their parameters need to be opti-
mized according to an objective function. A variety of different optimizers have been
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Figure 20: Structure of the spiral pattern and the improved version. Here, «; is the
golden ratio for angles, r; the radius of the k-th heliostats polar coordinate,
and [ defines the scaling axis.

Parameter Description

a linear factor of the radius

b exponential factor of the radius

B angle of the scaling axis to the z-axis
S scaling factor

Table 6: Parameters of the improved spiral pattern, with parameters that are not ex-
isting in the original pattern shown in bold.

used in the literature like simple combinatorial searches [43], genetic algorithms [6],
neural networks [47]. The overall goal is not only to find the parameters maximizing
the objective function but also to select the best subset of positions from the pattern.
The latter is required as the patterns typically generate much more positions than
needed. Therefore, there are two optimization stages. For a pattern with n param-
eters and a parameter combination p' = (pi, ..., p,)7, find the subset that maximizes
the objective function while containing the desired amount of heliostats. This stage is
called parameter evaluation. In the second stage called pattern evaluation, the overall
best parameter combination pyy is determined. Thus, each evaluation in the second
stage requires a new optimization of the first. Both optimization steps are described
in the following.
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Parameter evaluation There are different approaches to this task. A rather complex
method has been proposed in [59]. Here, any heliostat inside a polygon is considered
to be part of the solution. The polygon vertices are equiangular arranged to limit the
search space. Then an evolutionary algorithm optimizes the shape of the polygon.

The downside of this approach is its run-time of several minutes as reported by
the authors. During a full pattern optimization, the parameter evaluation is executed
a lot of times. Therefore, a faster method is needed. Noone et al. [43] applied the
intuitive approach of simulating all valid heliostats and selecting the most efficient
ones. Afterward, another simulation is carried out with the selected ones to obtain the
value of the objective function.

Combinatorial search A straight-forward solution to the pattern evaluation is to
generate any combination of parameters and evaluate each of them. This combinatorial
search has been used in [43]. Since the possible values for a single parameter are already
infinite, only a certain range of values is considered that is then evenly discretized.

The set of possible combinations grows exponentially with the number of parameters.
Therefore, this approach is quite inefficient. Another issue is the discretization of the
values that might not contain the optimal values. Therefore, a smarter more flexible
method is needed.

Downhill simplex search A more sophisticated and widely used optimization algo-
rithm is the downhill simplex search algorithm by Nelder and Mead [41]. It is capable
of optimizing multidimensional non-linear optimization problems without the need for
gradients. Therefore, the simplex search is applicable for pattern optimization as also
demonstrated in [47]. A summary of its basic principles is given in the following, more
details can be found in [24].

The algorithm operates on a simplex, which is the simplest possible polytope in the
search space. For example, the simplex of a pattern with 2 parameters would be a
triangle and for 3 parameters a tetrahedron. Therefore, a simplex for a pattern of
n parameters consists of n + 1 points pi,...,pnr1 € R™ each representing a possible
combination of parameters. The idea of the downhill simplex search is to enclose an
optimum within the simplex by expansion and reflection and then contract and shrink
the simplex to obtain the optimum. The initial simplex start with one random point
p1, while the others only differ in one dimension each. An exemplary simplex which
is also used to illustrate each step can be found in Figure 21a. It then performs the
following actions on the simplex:

LIV

1. Order the points according to the objective function f, f(p1) > f(pa) > ...
J(Pny1). Calculate the centroid py, of all points except the worst, p,, = > ",
and go to the next step.

s

%

2. Reflect the worst point on the centroid using the reflection coefficient p > 0,
Pr = D+ P(Pr — Prs1), as illustrated in Figure 21b. If this is the new best point
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f(@-) > f(p1) go to the next step. If it performs better than the second worst
point f(p1) > f(p,) > f(Pn) go to step six. Otherwise, go to step four.

3. Expand the reflection point using the expansion coefficient v > 1, p. = p,, +
Y(Pr — Pm ), see Figure 21c. Replace the worst point by the reflection point or the
expansion point depending on which performs better and go to step six.

4. Contract the reflected point if it perform better than the worst, leading to p, =
Pm + T(Dr — D), with 0 < 7 < 1 as the contraction coefficient, see Figure 21d.
Otherwise, contract the worst point p. = p,, + 7(Phr1 — Pm), see Figure 21e.
Replace the worst point with the contracted point if it performs at least as good
and go to step six. Otherwise, go to the next step.

5. Shrink the entire simplex in the direction of the best point pj, resulting in p; =
p1+o(p; —p1), with 0 < o < 1 as the shrinking coefficient. Figure 21f illustrates
a shrinked simplex.

6. Terminate if the maximum number of iterations is reached. If the standard devi-
ation of the simplex points performance or the standard deviation in each dimen-
sion of the points is below a certain threshold, restart the algorithm. Otherwise,
go to step 1.

The optimal values for each coefficient of the downhill simplex search method were
found empirically in [24]. Additionally, the result of the downhill simplex method was
verified by comparing it with an extensive combinatorial search.

Acceleration After adapting the optimizers to operate on the GPU ray tracer, their
runtime decreased massively. The simulation part of the optimization then only took
a third of the total runtime, revealing further potential for improvement. Two areas
for further acceleration have been identified. The annual integration of the heliostat
efficiencies and the collision detection of the generated heliostat positions. Within an
annual integration, each heliostat efficiencies are individually integrated. Since each
heliostat has a variety of different efficiencies and the annual integration estimates a
value for each hour of the year, a lot of computation is required. However, after all effi-
ciencies of a heliostat have been generated, their average, weighted by the Ipnr, is used
to estimate the overall efficiency of the heliostat. Thus, the hourly efficiencies are not
directly of interest. Instead of interpolating the efficiencies and taking their weighted
average, a much less compute intensive approach is to calculate annual weights for each
simulation point, which determine their contribution to the weighted average. For an
annual integration of n simulation points, the annual weights @ = (wy, .., w,_1)7 € R®
are given by

22 fan (o) P NI (P)
e fun (o) TON1(P)

w0 =

(48)
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Figure 21: Illustration of the different steps within the downhill simplex search method,
taken from [24].

with ¢ = (1,0,...,007 € R™,..., ¢o_1 = (0,...,0,1)T € R", f., as their annual inte-
gration based on the simulation points and Ipni(p) as the direct normal irradiation at p.

To obtain the desired annual weighted average 77 of the efficiencies 7, .., 7,11, they
are multiplied with the annual weights leading to

77 = (ﬁoa ©ty ﬁn-i-l)Tu_;' (49)
Lastly, the collision detection that has been implemented so far, relied on testing the
bounding sphere of each heliostat against the bounding sphere of all other heliostats.
Even though the collision detection between two bounding spheres is simple to com-
pute, the approach still required O(n?) such operation. By utilizing the spatial data
structure cell grid, far less collision detections are required [42]. The idea of a cell
grid is to separate 2D space into evenly spaced cells and store references to objects
contained in it. A cell grid is defined by its starting point (Cxmin, cymin)T, ending point
(Cxmaxs Cymax)” » and the number of cells it contains d. For an object at (z,y)”, the cell
indices 7, j are given by

i = \‘ L — Cxmin dJ : ] _ \‘ Y — Cymin dJ . (50)

Cxmax — Cxmin Cyrnax - Cymin
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In our case, the number of cells is chosen to be D?, with D as the heliostat diameter.
As a result, each cell can contain at most one heliostat, and the collision test only
needs to be done with the direct neighbor cells, see Figure 22.

O
Y

Figure 22: Illustration of the cell grid data structure to accelerate collision detection
between placed heliostats. The relevant neighboring cells are shown in
lightgray, the current heliostat in black, an overlapping heliostat in red,
and a non-overlapping one in green.

Another approach to optimize heliostat field layout is to sequentially add more he-
liostats to the field, which will be discussed in the following section.

3.2 Graph based field growth

The straightforward idea of field growth or heliostats growth methods is to sequentially
add heliostats to the field by picking the next best spot. There are different imple-
mentations of the idea. A study done in [55] first generates an efficiency map of an
empty field and then updates the map for each new heliostat to account for shading
and blocking (S&B) effects. The map itself is a regular grid containing an estimate of
the total heliostat efficiency at each spot. Another method [12] avoids having a finite
grid by generating a set of random points at each step of the optimization. The best
position is taken from the set and a new one is generated. Before describing our newly
developed graph based field growth method, the optimization problem is viewed in
more detail.

Consider a simplified version of the problem where only a single heliostat needs to
be placed. Since the possible positions are continuous, even this simple problem is
likely to be unsolvable. But if the positions are discretized, then each position can
be evaluated and the best one chosen. Solving the same problem for two heliostats
is, however, a more diffucult task. Intuitively, one could recompute the efficiencies at
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each position after placing the first heliostat and again take the best, as done in [12].
Although this approach includes the influence of the first heliostat on other potential
heliostats, it misses the fact that the second heliostat might shade or block the first
one. Incorporating the latter appears to be far too compute intensive to be feasible.
Given the current simulation model, the only option would be to simulate each pos-
sible combination of the first heliostat with any other heliostat. However, by further
investigating and extending the simulation model, the influence that any potential sec-
ond heliostat would have on the first one can be computed in just a single simulation.
Therefore, each position not only has an efficiency gain obtained by the potential he-
liostat but also an efficiency loss on other existing heliostats. To incorporate both, a
score is calculated by subtracting the loss from the gain. Figure 23a illustrates the effi-
ciency map after placing the first heliostat and Figure 23b the corresponding score map.
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Figure 23: Comparison between the efficiency map and the score map of a single helio-
stat marked by the black cross. Both maps were obtained from a simplified
test case, based on the PS10.

As shown, the score map looks almost like a mirrored image of the efficiency map,
which has been utilized in [55]. Although a useful approximation, they still differ by
up to ten percent, see Figure 24. Considering that most heliostat field optimizations of
plants like the PS10 achieve less than 1% improvement [43, 10, 38|, more precise values
are necessary. Our graph based field growth algorithm aims to compute a fully accurate
score map without introducing significant computational overhead. In the following
sections, the necessary extension to the simulation model to efficiently calculate and
update the score map are given.
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180 190 200 210 220

Figure 24: Difference between a mirrored efficiency map as used in [55] and the real
score map from our graph based field growth algorithm.

3.2.1 Independent ray tracer

The only way that heliostats influence each other is through shading and blocking.
Thus, a further look into the computation is needed. As explained in Section 2.1.1,
each ray is evaluated individually for S&B with a precomputed set of potential S&B
heliostats. Algorithm 1 shows a pseudo code implementation of the evaluation, with s
as the ray source, 7 as the reflected ray direction, iy as the incoming sun direction,
and H as the current heliostat.

Algorithm 1 Shading and Blocking calculation between heliostats
1: function CHECKSHADINGBLOCKING(S, 7, Tsolar, H )
2 for each potential shading heliostat Hg of H do
3 if intersects(s, Tsolar, Hs) then
4: return True
5: for each potential blocking heliostat Hg of H do
6
7
8

if intersects(s, 7, Hg) then
return True
return False

For the computation of an efficiency map, two types of heliostats need to be dif-
ferentiated. Active heliostats (@) which have already been placed and inactive ones
(O) representing the possible next heliostats. The ray tracer should include S&B from
active heliostats to any other heliostat (Os—b>0, oio) but not any influence of inactive
heliostats (O%O, O%O). Both of these are given by simply limiting the potential
S&B heliostat calculation to only include active heliostats.

To compute the desired score map, the efficiency reduction that any inactive he-

liostat would cause on active ones (O 5—b>0) must be calculated without changing the

41



current efficiency of active heliostats. Therefore, each inactive heliostat needs a list of
efficiencies that the influenced active heliostats would have if the heliostat would be-
come active (Os—b>0 = Os—b>0). The total efficiency loss is then given by the sum of the
efficiencies of the influenced active heliostats minus the sum of the stored efficiencies.
For example, if there is only one active heliostat, then each inactive heliostat stores
their efficiency and the efficiency of the active heliostat, for the case that both are
considered active. Then the score of the inactive heliostat is given by their efficiency
subtracted by the efficiency loss onto the active heliostat.

The efficiency reduction list is not calculated during the simulation of the inactive
heliostat but rather when simulating the active one. Hence, the simulation of an active
heliostat results in a list of efficiencies that the active heliostat would have if one or
none of the inactive ones would exist. Including inactive on active (O i.) interactions,
requires adding inactive heliostats to the potential S&B computation of the active
heliostats. However, instead of discarding a ray from an active heliostat intersecting an
inactive one, it is further evaluated but marked as intersecting for the inactive heliostat.
Thus, the S&B computation of the new independent ray tracer returns a list of boolean
values stating whether the ray intersects certain inactive heliostats. Additionally, S&B
between active heliostats is evaluated as usual. Algorithm 2 illustrates the independent
S&B calculation, with n as the number of inactive heliostats potentially intersecting
the current heliostat. Note that the last entry of the list SB is used to store whether
the ray is blocked by any active heliostats.

Algorithm 2 Independent Shading and Blocking calculation between heliostats.
1: function CHECKINDEPENDENTSHADINGBLOCKING(S, 7, Tsolar, H )
2 if checkShadingBlocking(s, 7, Tiolar, H) then
3 SB|0, ..,n] < {true, ..., true}
4 return Effi.q

5: SB|0,..,n] < {false, ..., false}

6

7

8

9

for each potential shading heliostat Hg of H do
if Hg is inactive and intersects(s, Tsolar, Hs) then
SB(getld(Hg)] < true

for each potential blocking heliostat Hg of H do

10: if Hy is inactive and intersects(s, 7, Hg) then
11: SB(getld(Hg)] < true
12: return SB

The remaining evaluation within the ray tracer also needs to be adjusted accordingly
to calculate the efficiency that the heliostat H would have if one or none of the inactive
heliostats would exist. Finally, the calculated heliostat efficiencies Eff as well as the
efficiency reduction lists Effi.q are returned.

For further acceleration, the independent ray tracer should be capable of only con-
sidering certain efficiency reductions. An unordered set of inactive heliostat ids can
be passed to each active heliostat to implement this efficiently. Within the indepen-
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dent S&B calculation, the Effi,q list is reduced to the size of the unordered set. Each
inactive potential S&B heliostat is checked whether it is included in the unordered
set. Even though not specified in the definition of the independent ray tracer, it can

also compute S&B interactions of type O *% 0. These are later used to determine all
possible S&B interactions. Additionally, the ray tracer should be able to simulate a
specified subset of the heliostats while the rest is only considered for their shading and
blocking interactions onto the simulated ones.

Which heliostats need to be simulated when updating the score map, will be de-
scribed in the next sections.

3.2.2 Shading and blocking graph

Before discussing the details on how to determine the heliostats that need to be sim-
ulated, a formal definition of the necessary variables is given. All of these variables
are stored in a shading and blocking graph (S&B graph) which is a partially weighted
directed graph. It should contain the efficiencies of active and inactive heliostats as
well as any type of S&B interaction {®,0O} b, {®,0}. However, for performance reasons
only interactions of type O % @ as well as the efficiencies are continuously updated.

They contain all the necessary information to calculate the score of inactive heliostats.
Let V be the set of all possible heliostats, HFC V the set of active heliostats, then

e The S&B graph is given by G = (V, E) and for all H;, H; € V with H; <% H,
there exists an edge (H;, H;) € E

e Eff(H;) is the total efficiency of a node H; € V' in the current heliostat field HF'

o Eff..a(H;, H)) for (H;, H;) € E with H; € HF, H; € HF (Os—b>0) is the efficiency
of H; if H, would become active

e Ch(H;) for H; € V is a set containing all children H; € V of H; in G
e Pa(H;) for H; € V is a set containing all parents Hy € V of H; in G

o Loss(Hi) = >y conmynmr (Eff (H;) — Effca(H;, Hy)) for H; € HF is the effi-
ciency loss introduced by H;

e Score(H;) = Eff (H;) — Loss(H;) for H; € HF is the score of H;

Note that even if not explicitly specified, all variables depend on the heliostat field HF.

For an efficient implementation of the S&B graph, a few requirements must be met.
The data structure should only store references in the form of indices to the actual he-
liostat objects. Fast access to the node of a heliostat as well as its parents and children
must be provided. In addition, a quick iteration over a nodes parents and children is
needed, as it will be used extensively. Other variables like the efficiency of a node and
the weight of an edge also require fast access. To fulfill all the requirements, the data
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structure for an S&B graph is as follows. The graph consists of a dynamic list of nodes
where the node of each heliostat H; is stored at the i-th entry. Each node contains the
heliostat’s current efficiency, a dynamic list of edges to its parents, and a dynamic list
of edges to its children. An edge consists of the index to the other heliostat and the
efficiency reduction.

There are also some very interesting theoretical aspects of a more general form of
the S&B graph. It is possible to adjust the independent ray tracer to calculate what

efficiency H; would have if any combination of heliostats H; with a potential Hy, by H;
interaction would be active. Doing so for each heliostat contains all information needed
to calculate the heliostat field efficiency of any possible combination of heliostats.
Consider for example the PS10 in Spain [44]. The field could contain roughly 2300
heliostats of the type that was used in the plant. 624 heliostats were used. Suppose
the overall efficiency of any possible heliostat field with 624 out of 2300 heliostats should
be calculated. The naive approach of directly simulating each combination results in
(2632(2)) ~ 1.47 - 10°%2 full simulations which is an inconceivably large number, far more
than there are atoms in the observable universe (~10%) [16]. However, with a general
S&B graph, it would only take a single simulation generating about 2300 - 220 = 2.41°
efficiency values. Here, the factor 22° comes from the fact that there are on average
about 20 heliostats that shade or block a heliostat. After that simulation, it is only
a matter of a few additions to compute the overall efficiency of any possible heliostat
field, not just the ones consisting of 624 heliostats. The downside of this approach is
of course its memory consumption of at least 20GB of data. Especially for dense fields
with a lot more data this is impractical.

How the S&B graph is initialized and updated will be discussed in the following
section.
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3.2.3 Complete graph based field growth algorithm

Y

Figure 25: Illustration of the principle behind the field growth method. The score at
each position does not only take the effects of the field onto the heliostat

into account (08—b>O) but also the heliostats influence onto the field (O i.)

An illustration of the field growth method idea is shown in Figure 25. For the ini-
tialization of the S&B graph, all heliostats are considered inactive (HF = ()). Their
efficiencies and the S&B edges are computed by the independent ray tracer and the
S&B graph is updated accordingly. Since all heliostats are inactive, their loss is zero
and their score is given by their efficiencies (Loss(H;) = 0, Score(H;) = Eff (H;) for
H; € HF). The resulting S&B graph contains an edge for any possible shading and
blocking interaction. So when adding new heliostats to the heliostat field HF, no new
S&B edge is created. At most, existing edges might be modified or not be valid any-
more.

After placing a new heliostat, its influence on the S&B graph must be considered,

and the efficiencies as well as O <% @ interactions updated. All heliostats that overlap
the newly placed one are removed from the graph. Neighboring heliostats can efficiently
be calculated by a cell grid as introduced in Section 3.1.6. Now let H; be the newly
added heliostat, then there are three types of influences from H; to the rest of the
heliostats. First, the efficiencies of the children of H; are reduced which is partially
given in Effiea(H;, Hj). Second, a new weight Effieq(Hy, H;) for the edge from the
inactive parents Hy, € Pa(H;) N HF to H; is added. Finally, the weight Eff.eq(H;, H;)
of the active children’s H; € Ch(H;) N HF inactive parents H; € Pa(H;) N HF of H;

might be influenced since the interaction H; LNy ; can reduce the potential S&B of H;
to H;. Figure 26 illustrates the different types of influences from H;. Only interactions

of type O % @ can possibly be removed, the rest are not changed. This ensures that
any S&B interaction are contained in the graph.
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Figure 26: Influence of a new heliostat H; (®) on the S&B graph, with H; as the
children of H;, Hj as the parents, and H; as the childrens parents. Values
that need to be computed when updating the graph are written down. Only
heliostats marked with a star need to be simulated, the rest is just considered
for their S&B effects.

As shown, the influence of H; closely resembles a Markov blanket within a bayesian
network. Possible reasons and similarities are discussed in the following. As a re-
minder, the Markov blanket of a target node consists of all nodes that make the target
conditionally independent of the rest [31]. Or in other words, the smallest set of nodes
that must be observed such that the probability of the target node is fully determined.
There is no direct correspondence from probability to any measure in the S&B graph.
However, there are some similarities between probability and the score of a node which
causes the resemblance to a Markov blanket. Calculating the score of a S&B node
requires its efficiency and efficiency reduction on other active nodes. Therefore, the
node’s active parents, its active children, and active children’s parents must be con-
sidered which corresponds to its Markov blanket, see Figure 27. When updating the
S&B graph after adding H;, its score is of course already known. However, the score of
other inactive nodes is changing, each requiring their own Markov blanket to be fully
determined, see Figure 28. But, in combination with the existing information in the
S&B graph, only the nodes shown in Figure 26 are necessary. Due to the connection
to a Markov blanket, we call the nodes of Figure 26 the S&B blanket of H;.

To update the variables in the S&B graph, not all of those nodes need to be simu-
lated. Only H; and its children Ch(H;) have to be simulated. The rest will be used
to determine their S&B influence on the simulated ones. Furthermore, all active sim-
ulated heliostats must independently evaluate their inactive parents. A pseudo code
implementation is given in Algorithm 3.

In addition to the classical regular grid positions, the possible heliostats in V' can also
be taken from one of the patterns of Section 3.1. Since they generate non-overlapping
heliostats, the heliostat diameter used to generate the pattern is scaled by an additional
parameter.

Another extension to the general field growth algorithm is a relaxed score. Due to
the greedy nature of the algorithm, it will result in fields that are spread out and not
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Figure 27: All heliostats necessary to calculate the score of an inactive heliostat (O).
This corresponds to the Markov blanket of a node in a Bayesian network.

e
o I/\

Figure 28: Full influence of a newly activated heliostat (®) onto the score of other
inactive heliostats (O). The required nodes to calculate the score of the node
itself, its inactive parents, inactive children and inactive childrens parents
are shown in black, blue, red, and green, respectively. Given the existing
knowledge in the S&B graph these reduce to the nodes shown in Figure 26.

take into account the loss of possibly efficient positions. Therefore, it can be beneficial
to favor a dense packing. Thus, a density factor is added to the score computation
given by

min (dis(Hy, H.) /dmax), 1) |HF|/N < npess

51
0 else (51)

Density(H;) = {
with dis(o, o) as the distance between two heliostats, H, as the closest heliostat to H;,
dmax as the maximum distance to consider, N as the number of heliostats to place, and
npei as the fraction of heliostats where the density loss should be applied.

Before continuing with some practical difficulties and how to overcome them, some

theoretical aspects of our graph based field growth method are briefly viewed. Given
a heliostat field HF' and a set of possible positions V', the field growth method will
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Algorithm 3 Field growth method on a given set V' of possible positions.
1: function FIELDGROWTH(V)
2 toSim <V

3 active(0,..,n — 1] < { false, ... false}

4: Eff, Effina < independentRaytrace(V, toSim, active)

5: G < buildSBGraph(Eff, Effina)

6.

7

8

9

while len(G.HF) < desiredHeliostats do
H; + G.getHighestScoringHeliostat()
G .removelntersectingHeliostats(H;)

: MB <+ ()
10: toSim < {H;}
11 MB .insert(G.getParents(H,;))
12: for each children H; in G.getChildren(H;) do
13: MB insert(H,)
14: toSim.insert(H;)
15: for each parent H; in G.getParents(H;) do
16: if H; is active or H; is active then
17 MB « MBU{H}
18: active <— G.determinelfActive(M B)
19: Eff, Effiua < independentRaytrace(MB, toSim, active)
20: G.updateEfficiencies( Eff)
21: G.updateEdgeWeight( Eff)
22: G.recalculateScores()

find the heliostat H; in V' that, when added to HF, results in the highest overall field
efficiency. However, this does not mean that the heliostat field HFU{H;} is the optimal
heliostat field from V' of that length. It rather is the best heliostat field possible when
viewing HF as static and extending it by one heliostat. Since adding a new heliostat
will lead to more and not less S&B, the next best score is always less or equal to
the current best score. Therefore, the resulting heliostat field of the graph based field
growth algorithm is locally optimal in the sense that replacing a single heliostat to any
other position will never result in higher overall efficiency.

3.2.4 Practical difficulties

There are some practical difficulties arising with larger heliostat fields or in general with
a huge number of possible heliostats. The independent ray tracer generates a lot of
variables, especially at the initialization of the S&B graph. For an annual result, all of
these variables need an hourly integration and their mean taken afterward. However,
as discussed in Section 3.1.6, weights can be calculated for each simulated moment
which drastically decreases the runtime and memory consumption. Furthermore, the
calculated heliostat efficiencies need to be accurate and stable. Otherwise, the field
growth method is not able to choose the next best heliostat. Monte Carlo based ray
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tracers are not well suited for that purpose, as they require a lot of rays to reduce
fluctuations within the total result. For a whole heliostat field, the effect is not as
severe, since the total number of rays is large. However, for a single heliostat, only
a few rays are simulated causing large fluctuations within the result. Analytical ray
tracers do not rely on the law of large numbers and are therefore better suited.

The memory consumption of the independent ray tracer is much larger than the
traditional ray tracer. Therefore, the GPU implementation of the independent ray
tracer can differentiate between active and inactive heliostats as well as simulate a
specified subset of the given heliostats. However, it lacks the possibility to calculate
the independent efficiency list Effi,q as a GPU typically does not offer the necessary
memory. As shown later, there are specific use cases for the GPU version of the
independent ray tracer.

Even on the CPU, the memory needs of the independent ray tracer might become
higher than what is offered by RAM. To reduce memory consumption without los-
ing relevant information, two adjustments to the field growth method have been made.
During the initialization, only relevant neighbors are considered for S&B effects shrink-
ing the data used by the independent ray tracer. Furthermore, a minimum efficiency
reduction can be specified. Any S&B below that is simply ignored. For that purpose
the edge weight Elff,.q is extended to contain a value for all possible edges. For inter-

actions other than O % @, the efficiency reductions from the initialization are taken.
They are not updated, but offer an upper limit as the actual efficiency reduction can
not increase by placing more heliostats. Not only the memory consumption is reduced,
but also the runtime as fewer heliostats need to be simulated when updating the S&B
graph.

However, the memory consumption for very dense heliostat fields can still be too
large. Further improvements have been made with two subvariants of the graph based
field growth method. One utilizes an additional sub optimization and the other some
representative heliostats to account for S&B of the new heliostat to the existing field.
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3.2.5 Suboptimization
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Figure 29: Illustration of the field growth suboptimization. After choosing the best
scoring position, subpositions are generated and their scores computed. The
best scoring subpostion is chosen.

The sub optimization version of the field growth algorithm allows to consider a lot of
heliostat positions without keeping all the necessary information in memory. It is based
on the assumption that the score map is smooth i.e., there are no drastic differences
between the score of neighboring heliostats for a fine grid of possible positions. Thus,
the best position of a fine grid is likely to be near the best position of a coarse grid.
The sub optimization therefore first determines the highest scoring position of a coarse
grid like the field growth method but with an additional sub optimization afterward.
Here, the grid position of the best heliostat H; is further discretized and the scores
of the generated positions V,, are determined, as illustrated in Figure 29. However,
the newly generated positions are not contained in the S&B graph so their score need
to be calculated individually. As discussed in the last section, when just the score of
a node is of interest, only active heliostats of the S&B blanket are required, see Fig-
ure 27. But, no S&B interactions between existing heliostats (V') and newly generated
ones (Vi) are known. To accurately approximate them, the S&B interactions of all
heliostats in V' within a given distance to H; are considered. So any child or parent
of a helisotat within that radius is regarded as a child or parent of the heliostats in
Viub, respectively. Again, only the children as well as the heliostats in Vi, need to be
simulated. The result of the independent ray tracer contains the efficiencies of all he-
liostats in V4, in the heliostat field HF' and their efficiency reduction onto the existing
heliostats. Thus, the loss of the new heliostats and also their score can be computed.
Afterward, the position of H; is changed to the highest scoring sub position. Finally,
the updating procedure of the field growth method is executed to maintain a valid
S&B graph. So the field growth sub optimization requires two simulations for placing
a heliostat, where one only contains a few heliostats to simulate.
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Since a valid S&B graph is ensured after each heliostat placement, the local optimum
property of the field growth algorithm is also given in the sub optimization version.
The downside of this approach, however, is that the overall best sub position might
not be at the best position in the S&B graph. To increase the chance of picking the
best sub position, the following field growth version always maintains some information
about the sub heliostats.

3.2.6 Representative field growth

Figure 30: Principle behind the representative field growth method. The score of non-
representative heliostats, marked by the small circle, contains an exact effi-
ciency evaluation but approximates its influence onto the field by a neigh-
boring representative heliostat, marked by the larger circle.

Similar to the sub optimization, the representative field growth method differentiates
between a fine grid of positions and a coarse one. While the S&B interactions are
also mostly considered between heliostats of the coarse grid V', the S&B graph G =
(V U Vi, F) now contains all heliostats. The idea is to calculate efficiencies for all
heliostats but the S&B of newly added heliostats onto existing ones is approximated
by representative heliostats, see Figure 30. Any heliostat that is in the coarse grid V'
is regarded as a representative heliostat.

During the initialization, the potential efficiency reduction between the representa-
tive heliostats is needed. For non-representative heliostats (Vi) only their efficiency
must be determined. As stated in Section 2.1.3, these can quickly be calculated by the
GPU version of the independent ray tracer. The loss of non-representative heliostat
is approximated by the loss of the nearest representative heliostat. Again the best
scoring heliostat is taken and its influence on the S&B graph is determined. S&B
interaction of non-representative heliostats are only taken into account when they be-
come active. They are first approximated using neighboring representative heliostats
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and then determined by the independent ray tracer. When updating the S&B graph,
all representative or active heliostats of the S&B blanket are simulated on the CPU to
obtain the efficiency reductions. Furthermore, all non-representative heliostats within
a certain distance of the evaluated representative heliostats are simulated on the GPU
for acceleration.

Besides the benefits of incorporating a lot of possible heliostat positions, there is
also a drawback to the representative field growth method. Since the loss for non-
representative heliostats is approximated, their score might not be correct. Therefore,
the local optimum property is not given anymore. However, it can be approached again
by replacing heliostats. It is enough to always replace the worst heliostat, because if
there is no better position for that heliostat then there is no better position for any
other heliostat. To remove a heliostat H;, it is regarded as inactive, all its neighboring
positions only overlapping H; are added again, and the S&B graph is updated to
account for the changes. Then the usual procedure of adding the highest scoring
heliostat follows.

3.2.7 Validation

The independent ray tracers are validated as follows. A set of 20 closely packed in-
active heliostats were simulated by the independent ray tracer. Then their efficiencies
on an empty field was computed using the traditional ray tracer and compared to the
corresponding result from the independent ray tracer. Furthermore, any combination
of two from the 20 heliostats was simulated by the traditional ray tracer. Again, the
results were compared to the efficiency reduction of the independent ray tracer. By
using the convolution based ray tracer for the validation, an exact comparison was
made possible. The results of the independent ray tracer exactly match the ones from
the traditional ray tracer.

A full validation of the graph based field growth algorithm was done by validating
the relevant variables in the S&B graph after each step. For this, a new S&B graph
was computed by simulating every heliostat as well as the efficiency reduction from

inactive heliostats to active ones (oio). These are all the information to determine
the score of each heliostat. The computed values are then compared to the values
stored in the S&B graph of the field growth method. All settings of the CRS for the
validation were based on the PS10 and the independent convolution ray tracer was
used. No differences between the validated and the actual S&B graph were observed
at any step of the field growth method.

Similarly, the sub optimization based field growth algorithm was validated. Since the
S&B interactions of the sub heliostats were approximated, the validation result depend
on how many neighboring heliostats were used. However, when including heliostats
within a radius of two times the heliostat diameter almost no differences were observed.
Likewise, the representative field growth method showed almost no differences to the
validation when such a radius was used.
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3.3 Local search

The local search optimization further improves the heliostat field generated by any
optimization method. It is based on the works of Buck [10] with some adjustments
done in [24]. The idea is to optimize each given heliostat individually, by replacing
them within a region around their initial position. Instead of using a regular grid of
possible new positions as done in [10], the local search algorithm generates a circular
grid as shown in Figure 31. Exact details of the grid structure can be found in [24].
As before, the S&B effects from the field on the new positions, as well as from the
new positions onto the field need to be considered. Therefore, a subgroup of heliostats
within a certain distance is included. A parameter study was carried out to determine
at which distance heliostats should be within the subgroup. However, one downside of
this approach is the individual evaluation of each possible position. Since 16 possible
new positions were typically considered, optimizing a single heliostat required 16 annual
simulations of the subgroup. But with the new independent ray tracer, one heliostat
can be optimized with a single annual simulation. Therefore, reducing the total number
of simulations by a factor of 16. Similar to the field growth method, the score of each
possible new position is calculated by computing its efficiency within the subgroup and
subtracting its efficiency loss due to S&B of the subgroup. The highest scoring position
is chosen and the next heliostat optimized. The local search algorithm terminates either
if the improvement is below a certain threshold or a specified number of iterations is
reached.
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Figure 31: Circular grid of the possible positions when optimizing a heliostat with the
local search algorithm, taken from [24].
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4 Case Studies

In the following, various aspects of the ray tracing methods are investigated. First, our
optical model is validated against the Monte Carlo based ray tracing tool SolTrace in a
large case study based on the PS10 and Gemasolar. Then, our new convolution of the
sun slope and tracking error is compared against a separate perturbation of the sun
and normal vector as well as the convolution equations from HFLCAL and UNIZAR.
Afterward, the accuracies of all ray tracers as well as their CPU and GPU implemen-
tation are compared. An investigation of the solar plant efficiencies then gives deeper
insights into our analytical ray tracer before getting to a direct run time comparison
of all ray tracers. The final two studies examine the newly implemented sun shapes
and how well they can be approximated in the convolution methods.

The used test cases are predicated on the solar plant Planta Solar 10 (PS10) in
Spain [44] which utilizes 624 heliostats of the type Sanlticar 120 as well as the Gemasolar
in Spain having 2650 heliostats of type HE35 [11]. Figure 32 displays the positioning
of the heliostats. Each heliostat of the PS10 consists of 28 facets with a total mirror
area of about 120 m? [44]. The HE35 heliostat has 35 facets and a total mirror area
of about 116m? [11]. For the validation, two receiver types, namely the cylindrical
cavity receiver and the flat receiver were used in the PS10 test cases. For each plant
and receiver type, three different sun positions as shown in Table 8 were evaluated
during the validation in order to account for various shading and blocking effects. All
other case studies use the cavity receiver in the PS10 test case and both the PS10
and Gemasolar were annually simulated using actual weather data from the American
Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE). The
annual integration method as described in [54], was set such that the limit of the
Monte Carlo ray tracer achieved an accuracy of 99.95% compared to simulating each
hour of the year individually. Table 7 shows the general setup for the test cases and
Table 9 the annual settings.

4.1 Modeling
4.1.1 Validation of SunFlower

Since our definition of the cavity receiver is not included in SolTrace, we constructed
it out of rectangular receivers. However, SolTrace does not model the effect of tower
blocking and thus it had to be turned off in SunFlower during the tests. SunFlower
and SolTrace simulated each test case ten times with roughly one million rays. Here,
the bidirectional Monte Carlo ray tracer of SunFlower was used. The resulting total
optical power was then normalized by the average power of SunFlower simulating ten
million rays ten times. Figure 33 shows the minimal, maximal, and average results of
both tools for all test cases. As presented, the average result as well as the minimum
and maximum of SunFlower is always in between the minimal and maximal results
of SolTrace. Moreover, the highest deviation of the average results from both tools
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Figure 32: Heliostat field layout of the tested solar plants.

is less than 0.09 % and the maximal fluctuation of the results of SolTrace is about
0.55 %, whereas for SunFlower it is only 0.18 %. SunFlower achieves higher precision
since rays are generated on the heliostat surface. Therefore, no rays are wasted due to
ground impacts as in the forward Monte Carlo ray tracer of SolTrace.
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Figure 33: Validation of SunFlower against SolTrace for test cases with various sun
positions and solar plants. They are based on the test cases defined in
Table 8 and Table 7. The average power of the bidirectional Monte Carlo
ray tracer simulating ten million rays ten times was used as normalization.

4.1.2 Accuracy of convolution method

As described in Section 2.1, three types of errors influencing the actual reflection di-
rection of an incoming solar ray are considered. The sun error describing a deviation
of the incoming ray and the slope and tracking error for the deviation of the mirror
normal. From the results, the deviated reflected ray can be computed. However, we
convolute the perturbations and describe them in terms of the reflected ray. Therefore,
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Parameter PS10 flat PS10 cavity Gemasolar
Latitude 37.26° 37.26° 37.56°
Longitude -6.14° -6.14° -5.33°
Sun Error 2.35 mrad 2.35 mrad 2.35 mrad
Global slope error vertical 1.4 mrad 1.4 mrad 1.4 mrad
Global slope error horizontal 1.4 mrad 1.4 mrad 1.4 mrad
Tracking error horizontal 1 mrad 1 mrad 1 mrad
Tracking error vertical 1 mrad 1 mrad 1 mrad
Heliostat type Sanlicar 120 Sanlicar 120 HE35
Number of heliostats 624 624 2650
Heliostat reflectivity 88 % 88 % 88 %
Heliostat facet type Flat Flat Flat
Canting On axis On axis On axis
Tower type Rectangular  Rectangular  Circular
Tower height 120 m 120 m 140 m
Tower length 18 m 18 m -

Tower width 8 m 8 m -

Tower diameter - - 8 m
Receiver type Rectangular  Cavity External
Number of receiver panels 1 4 18
Receiver panel width 13.78 m 3.445 m 1.476 m
Receiver panel height 12 m 12m 10.5 m
Receiver raise height - 2.5 m -
Receiver tilt angle 11.5° - -

Table 7: Basic setup for the validation test cases. The settings are inspired by the
PS10 plant and the Gemasolar plant.

a comparison to a separate perturbation is needed to evaluate the accuracy of the con-
volution. For this, Gemasolar and PS10 were simulated annually with different slope
errors while keeping the sun error at 2.35 mrad and the tracking error at 0 mrad. The
Monte Carlo ray tracer simulated each setting ten times with over ten million rays.
First the sun and normal vector were perturbed separately and used as normalization.
Besides the new convolution equation of SunFlower, the one from HFLCAL as well as
the equation from UNIZAR were tested whose relevant parts are defined as follows [13]

OHFLCAL = \/(Usun)2 + (Utracking)2 + (2Uslope)27

(52)
OUNIZAR = \/(0-sun)2 + (Utmcking)2 + 2(1 + cos <")2)(0'slope)2a

where w is the incident angle of the incoming solar ray. Note that HFLCAL and
UNIZAR defines the tracking error in terms of the reflected ray and not in terms of
the normal as done in SunFlower.
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Test Azimuth Altitude DNI

1 80° 30° 710 W/m?
2 110° 60° 820 W/m? Method Hours/day Days/year
3 180° 70° 850 W/m?  Bicubic 20 11

Table 8: Sun configuration for the validation Table 9: Annual integration
test cases. settings.

Figure 34 shows the normalized result of each equation for an annual simulation
of the PS10 and Gemasolar. Clearly, the HFLCAL convolution leads to the largest
differences to a separate perturbation of sun and normal vector with a maximum
difference of 4.5%. UNIZAR performs much better but still has a maximum error of
0.4%. Moreover, for both equations, the error increases with the tracking and slope
error. SunFlower however performs much better with a maximum difference of 0.01%
making it up to 400 times more accurate than HFLCAL and 40 times more accurate

than UNIZAR.
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Figure 34: Comparison of different functions to convolute the sun, slope, and tracking
error. All results are normalized by a separate perturbation of the sun and
normal vector.

4.1.3 Comparison of convolution methods on GPU and CPU

Now that the Monte Carlo ray tracer of SunFlower has been validated against SolTrace
as well as a separate perturbation of the sun and normal vector, a comparison against
our convolution and integrated convolution ray tracer is given. All ray tracers have been
implemented on the CPU as well as the GPU. It is of course crucial that both versions
give similar results in the limit. To validate this, the annual PS10 and Gemasolar test
case with different amounts of rays per sun position were simulated. The fluctuations
of the Monte Carlo ray tracer were accounted for by simulating each setting ten times
and taking the average result. Every result got normalized by the average of the CPU
Monte Carlo ray tracer simulating over ten million rays ten times. Figure 35 shows
the results of each ray tracer. First, all ray tracers approach the same limit within an
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error of less than 0.05%. Not only do all ray tracers implementations have the same
limit, but the GPU and CPU versions also give almost identical results for each setting
with a maximum deviation of around 0.02%. Additionally, the convolution ray tracer
and the Monte Carlo ray tracer give very similar results for each setting on the PS10
test case. The reason is that the convolution ray tracer is very similar to the limit, in
terms of samples per ray, of the multi Monte Carlo ray tracer.

It should be noted that an annual simulation is an ideal setting for the Monte
Carlo ray tracer with the reason being the law of large numbers. For example, the
Gemasolar features 2650 heliostats each consisting of 5x7 facets which is simulated
with 210 different sun positions. Thus, even when simulating only one ray per facet,
over 18 million rays are used for the annual simulation. Therefore, fluctuations within
the computations quickly cancel out eliminating the need to more accurately evaluate
each ray, as done in the convolution ray tracer. Lastly, the integrated convolution
ray tracer achieved much more accurate results than all other ray tracers. Even when
taking only one ray per heliostat facet, the accuracy is very close to 99.95% on both
test cases. Compared to the convolution ray tracer, the results are up to eleven and
nine times more accurate for the PS10 and Gemasolar, respectively. In the following,
we evaluate why exactly the integrated convolution ray tracer performs much better
and increase its accuracy even further.
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Figure 35: Comparison of different ray tracer versions for various number of rays on
annual PS10 and Gemasolar simulations.

4.1.4 Efficiency Accuracies

To get a deeper understanding of the results of our analytical ray tracers, their efficien-
cies are investigated in the following. Each efficiency got normalized by corresponding
average efficiency of the Monte Carlo ray tracer simulating over ten million rays ten
times.

Figure 36 shows the relevant efficiencies for an annual simulation of the PS10. Since
the total efficiency is calculated from the product of the decoupled individual efficien-
cies, it is potentially different than the actual computed power. However, as shown
the difference is very small with at most 0.02%), indicating that the accuracies of the
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individual efficiencies can be used to estimate the accuracy of the overall power. For
simplicity, the receiver spillage and tower blocking efficiencies are combined into one.
As shown on the left of Figure 36 it is exactly this efficiency that is not accurately rep-
resented by few rays. From the formulation of the integrated convolution ray tracer,
one would expect these efficiencies to be more accurate when using few rays which is
also what is observed on the right of Figure 36.
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Figure 36: Accuracy of different efficiencies as well as the overall solar power of both
analytical ray tracers for an annual simulation of the PS10. For better
readability, only the relevant efficiencies are shown which are normalized
by the corresponding efficiency of the Monte Carlo ray tracer with over a
million rays.

In the Gemasolar test case, different efficiencies are relevant for the accuracy of
the total power, see Figure 37a. Here, the blocking efficiency is not accurate when
simulating few rays. Since the integrated convolution ray tracer does not improve
shading and blocking efficiencies compared to the convolution ray tracer, the blocking
efficiency is expected to remain inaccurate for few rays, see Figure 37b. For some
number of rays the integrated convolution ray tracer even gives less accurate power
results than the convolution ray tracer, as the receiver spillage and blocking efficiency
partly cancel out. Therefore, additional computational effort of the integrated convo-
lution ray tracer should be spent only on the shading and blocking efficiencies rather
than evaluating more rays completely. As discussed in Section 2.1.2, the convolution
ray tracers offer the opportunity to take multiple shading and blocking samples per
ray. Using four shading and blocking samples per ray almost completely eliminates
the blocking inaccuracies, illustrating that one ray per facet can already be enough to
achieve results with more than 99.95% accuracy.

4.1.5 Runtime Comparison

Now that various aspects of our ray tracers have been discussed and optimized, their
runtime can be compared. Our goal is to achieve an accuracy of 99.95% in the shortest
time possible for the PS10 and Gemasolar test case. Each setting was simulated ten
times on each ray tracer and the average runtime and optical power were taken. Fig-
ure 38 shows the results of the case study. First, the convolution ray tracer performs
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Figure 37: Accuracy of different efficiencies as well as the overall solar power of both
analytical ray tracers for an annual simulation of the Gemasolar. For better
readability, only the relevant efficiencies are shown which are normalized
by the corresponding efficiency of the Monte Carlo ray tracer with over a
million rays.

worse than the other two in all test cases. The results are similar to average of the
classical Monte Carlo ray tracer while the computational overhead is larger.

However, with the extension to the integrated convolution ray tracer as well as the
ability to use multiple shading and blocking samples per ray, far better results can be
achieved. As shown, it achieved an accuracy of 99.95% faster than any other ray tracer
on all test cases except for the Gemasolar test case on the CPU. Another interesting
aspect is that the Monte Carlo ray tracer is slower on the GPU than the analytical
ray tracers for the same amount of rays. A possible explanation is the initialization
of the random number generator which is not needed in the convolution ray tracer.
However, the Monte Carlo method scales much better for more rays on both CPU and
GPU than the other ray tracers.

The GPU version of the integrated convolution ray tracer improved the runtime by
a factor of more than 40 for the PS10 and 50 for the Gemasolar in the highest setting
of rays tested. When achieving 99.95% accuracy the GPU version is more than 25 and
35 times faster for the PS10 and Gemasolar, respectively. Therefore, the PS10 and
Gemasolar annual simulation took only around 0.7 and 1.8 seconds while achieving an
accuracy of more than 99.95% compared to the limit of the Monte Carlo ray tracer.
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Figure 38: Runtime comparison of different ray tracer implementations on an annual
simulation of the PS10 and Gemasolar. The results got normalized by a
Monte Carlo ray tracer simulating over ten million rays.

4.1.6 Approximating Sun Shapes

As discussed in Section 2.1.2, our analytical ray tracers rely on a bivariate Gaussian to
represent the reflected ray disturbances. For sun shapes other than Gaussians, the con-
voluted two dimensional probability density function describing the ray perturbation
is numerically calculated and its standard deviation used to accurately approximate
it with a bivariate Gaussian. To validate the approximation procedure, the PS10 and
Gemasolar annual test cases with a Pillbox and Buie sun shape were simulated. The
sun width of the pillbox shape was set to 4.35 mrad and the csr of the Buie shape
to 0.03. Since the accuracy of the approximation depends on the number of sam-
ples, different sample sizes were used. Figure 39 shows the result of the different test
cases which got normalized by the Monte Carlo ray tracer simulating over ten million
rays. The shaded orange area indicates the fluctuations of the integrated convolution
ray tracer caused by the numerical approximation of the optimal bivariate Gaussian.
Since we are interested in the limit result of the integrated convolution, over 1.5 million
rays with 16 shading and blocking samples were used in each simulation. In all test
cases an accuracy of more than 99.98% was achieved showing that other sun shapes can
very well be approximated with a Gaussian without loosing noteworthy accuracy. For
comparison, when simply approximating the pillbox and buie before the convolution,
the difference between the integrated convolution and Monte Carlo ray tracer rises to
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0.7% and 1.3%, respectively.
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Figure 39: Results of the sun shape approximation from the integrated convolution
ray tracer for an annual simulation of the PS10 and Gemasolar. Different
amount of samples in the numerical sun shape approximations are used
and the results normalized by the Monte Carlo results simulating over ten
million rays.

4.2 Optimization

To compare the various heliostat field layout optimization methods, the PS10 and
Gemasolar test cases from the last section were used.

4.2.1 Pattern-based

Before evaluating the different pattern optimizations, the runtime improvements to
the optimizer are viewed. The PS10 test case was used with about 300.000 rays per
moment. As shown in Figure 40, the GPU acceleration [2] of the ray tracers greatly
reduced the overall runtime. However, by accelerating the annual integration method
as well as heliostat collision detection, the runtime was further reduced by a factor of
two.

In the PS10 test case, most pattern alone performed not as good as the original
layout. Except the radial staggered pattern, which achieved an improvement of about
0.6%. This is not a surprise, as the original layout of the plant uses a radial staggered
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Figure 40: Runtime improvements to the pattern optimization. On the CPU the opti-
mization took about 3 and a half hours, on the GPU 42 minutes, and with

further acceleration 21 minutes.

arrangement [44]. Figure 41 shows the achieved annual optical power of all patterns
as well as a subsequent local search. The annual optical power of the original plant is
illustrated by the dashed line. For patterns with a scaling along an arbitrary axis as
introduced in [24], their result with and without scaling is also given. The best result
with an improvement of around 1.29%, was obtained by the scaled radial staggered
pattern in combination with a local search, see Figure 43a.
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Figure 41: Optimization results of the different patterns for the PS10. The annual
optical power of the original layout is shown by the dashed line. The best
layout achieved an improvement of 1.29%.

The Gemasolar pattern optimization achieved higher improvements compared to
the original layout, see Figure 42. The rose, spiral, and radial staggered pattern alone
surpassed the original annual optical power shown by the dashed line. Again, the
scaled patterns achieved slight improvements over the unscaled patterns. Like in the
PS10 test case, the most efficient layout was obtained by a combination of the scaled
radial staggered pattern and a local search. It results in about 5.5% more optical power
than the original layout, see Figure 43b.
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Figure 42: Optimization results of the different patterns for the PS10. The annual
optical power of the original layout is shown by the dashed line. The best
layout achieved an improvement of 5.5%.
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Figure 43: Best performing PS10 and Gemasolar layouts generated by the radial stag-
gered pattern optimization with local search.

4.2.2 Graph based field growth

In the following, different aspects of the new graph based field growth algorithm and
its variants are discussed. As stated in Section 3.2, the methods rely on very accurate
and precise heliostat efficiencies. Following the findings from the simulation test cases,
the best ray tracer to achieve both is the integrated convolution ray tracer. Therefore,
the independent ray tracing extension of the integrated convolution ray tracer is used
for all test cases.

A parameter study based on the PS10 has been carried out to find the optimal setting
for the relaxed score calculation of our field growth method. The highest overall field
efficiency was obtained by applying the relaxed score to the first half of the heliostats
npeii = 0.5, while using a maximal distance of d,., = 100 m, see Figure 44. More
details on the relaxed score can be found in Section 3.2.
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Figure 44: Parameter study for the relaxed score computation of the graph based field
growth method.

The new field growth method also offers the possibility to only include heliostats
with certain S&B weights, therefore reducing the simulated heliostats to the most
important ones. Figure 45 compares the runtime of the algorithm on the PS10 for
different minimum S&B weights. Additionally, the average efficiency difference of all
heliostats to their actual value is given. As shown, the difference linearly increases
with the minimum S&B weight. However, the runtime decreases only slightly after a
S&B weight of 0.00015. Therefore, this weight is chosen in the following.
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Figure 45: The effect of the minimum S&B weight on the runtime and average efficiency
difference for the PS10. A field density of one was used.

Field density Another crucial parameter of our field growth method is the field den-
sity of the underlying grid. A field density of one means that the heliostat positions
are packed as densely as possible without overlapping. For a field density of three
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there are three times as many heliostats in both horizontal and vertical direction,
thus nine times as many heliostats. For the PS10, this results in a total of 22344
heliostats. Both the annual efficiencies and runtime for different field densities are
shown in Figure 46. Again, the dashed line is the result of the original layout. The
runtime increases quadratically with the field density, due to the quadratically growing
number of heliostats. A dense grid also leads to more heliostats being simulated at
each step. However, even with a field density of 3.5, the algorithm only takes about
300 seconds more than the improved GPU pattern optimizer. It achieved an annual
efficiency improvement of about 1.75% which is 0.4% higher than the best pattern with

local search, see Figure 48a.
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Figure 46: Runtime and annual efficiency of the field growth method for the PS10 at
different field densities. The efficiency of the original layout is shown by the
dashed line. The best layout achieved an improvement of 1.75%.

Similar results were obtained for the Gemasolar, see Figure 47. However, since the
field is much larger than the one of the PS10, more heliostats are considered which
influences the runtime. The layout optimization achieved an improvement of about
6.3%, 0.8% better than the best pattern optimization with local search. Figure 48b

shows the generated layout.
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Figure 47: Runtime and annual efficiency of the field growth method for the Gemasolar
at different field densities. The efficiency of the original layout is shown by
the dashed line. The best layout achieved an improvement of 6.3%.
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Figure 48: Best performing PS10 and Gemasolar layouts generated by the graph based
field growth method.

Field growth suboptimization Besides increasing the density of the underlying grid,
the number of possible heliostat positions can also be increased by suboptimization.
Figure 49 shows the achieved annual efficiency on the PS10 for different numbers of
sub heliostats. The field density was chosen to be one and the dashed line indicates the
achieved efficiency without suboptimization. As shown, the suboptimization first leads
to a less efficient layout. However, after 20 sub heliostats, the field efficiency exceeds
the one without suboptimization. Thus, the field growth suboptimization effectively
increases the number of heliostat positions without additional memory consumption.
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Figure 49: Annual efficiencies of the field growth suboptimization on the PS10. A field
density of one was used and the dashed line indicates the efficiency from

the field growth method.

Representative field growth Another approach to allow for more heliostat positions,
is the representative field growth algorithm. To evaluate the method, the same PS10
test case was used with varying number of heliostats per representative heliostat. Each
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heliostat of the densest non overlapping grid was considered a representative heliostat.
The local optima property, as discussed in Section 3.2, was regained by replacing the
worst heliostat up to 100 times. Figure 50 shows the achieved annual efficiency with
the dashed line indicating the efficiency of the field growth method at a density of one.
In the beginning, the resulting field efficiency increases significantly but then declines.
A possible explanation is the score approximation in the representative field growth
method. With increasing number of non-representative heliostats, more heliostats with
inaccurate scores exist. Therefore, the algorithm is more likely to choose a non optimal
heliostat resulting in less efficient layouts.
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Figure 50: Annual efficiencies obtained by the representative field growth method on
the PS10. The field density was set to one for the representative heliostats.
The dashed line indicates the efficiency of the field growth method.

4.3 Discussion of results

The results of the simulation test cases show that the extension of the integrated con-
volution ray tracer improved the accuracies for a variety of test cases. Futhermore, the
new equation to convolute sun, slope, and tracking errors now perfectly matches the
results obtained by a separate perturbation of the sun and normal vector. In contrast
to the equations used by HFLCAL and UNIZAR leading to a difference of up to 4.5%
and 0.4%, SunFlower differed only 0.01% to a separate perturbation. Additionally,
sun shapes like Buie and Pillbox can accurately be represented by a Gaussian making
it possible to use them in analytical ray tracers. Therefore, the improved integrated
convolution ray tracer is the recommended ray tracing method.

The GPU ray tracer as well as further acceleration decreased the runtime of the
pattern based heliostat field layout optimization from 3 and a half hours to about 21
minutes. The most efficient layouts for the PS10 and Gemasolar improved the optical
power by about 1.29% and 5.5%, respectively. Our new graph based field growth
method achieved an improvement of 1.75% and 6.3%. The runtime for the PS10
optimization was similar to the pattern based with local search. However, the field
growth method took 25 minutes longer on the Gemasolar test case. It should be noted
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that the field growth algorithm is running on the CPU and not on the GPU like the
pattern optimization and local search. In comparison to the CPU pattern optimization
and local search, the field growth algorithm is at least 5 times faster. This is only made
possible by the independent ray tracing extension. The field growth suboptimization
and representative field growth methods allowed to include more positions, leading
to better layouts. But for dense heliostat grids, both methods result in similar or
even less efficient layouts than the one of our field growth method. This indicates
that the approximative aspects of both methods limit their ability to find the best
layout. Therefore, the exact evaluation of our graph based field growth algorithm
is a crucial aspect and separates it from existing field growth methods. Due to the
layout improvements, our new graph based field growth method should be preferred
over pattern optimization.

5 Conclusion

In this work, the modeling and optimization of CRS were extended and improved.
The accuracy of the integrated convolution ray tracer was enhanced by concentrating
computational effort on the shading and blocking calculation. Additionally, the con-
volution of the bidirectional ray tracer was aligned to perfectly match the result of an
individual accounting of optical errors. Besides more accurate results, the ray tracer
also got extended to incorporate more sun shapes. For analytical ray tracers, a new
approximation method of the sun shapes has been developed.

Within the optimization, the GPU ray tracers were adapted to work with the ex-
isting optimizers. The annual integration method and heliostat collision detection got
accelerated. A new pattern was added to the pattern optimization. Most importantly,
the new graph based field growth optimization method as well as two variants have
been developed. For this, a novel way of ray tracing was implemented for the existing
ray tracers. The graph based field growth method results in the most efficient layouts
for both the PS10 and Gemasolar test case. An essential aspect is the exact compu-
tation of each heliostat’s efficiency contribution, achieved by the algorithm itself and
the underlying independent integrated convolution ray tracer.

5.1 Outlook

Acceleration One criticism of field growth methods in general is their runtime. Al-
though our new graph based field growth method required similar runtime as the
pattern optimization for the PS10, larger fields like the Gemasolar drastically increase
the overall runtime. There are many opportunities to further accelerate the algorithm.
The most promising is an efficient GPU implementation. More specifically, the inde-
pendent GPU ray tracer should be extended to compute the efficiency reduction maps.
Even though the GPU has much smaller memory capacities than the CPU, it is pos-
sible to get around this problem. One way is to not simulate all relevant heliostats

69



at once but only a certain fraction. Later the results are combined to get the desired
computation. However, there are more issues than just the memory capacity for an
efficient GPU implementation. It is also necessary to replace some data structures
used to accelerate the CPU version. Another benefit of a fully GPU based field growth
method is that it probably scales much better for larger fields.

The initialization of the S&B graph is another area for acceleration. Currently,
all heliostats need to be simulated with the independent ray tracer. This offers an
exact determination of which heliostats shade or block another one but is a very time
consuming part of the optimization. A gradual generation of the full S&B graph might
accelerate the initialization. However, then the relevant S&B heliostats need to be
approximated which can increase the runtime or lead to less efficient layouts.

Heliostat selection A crucial aspect of pattern optimization is the selection of a
subset of the generated heliostats. In SunFlower all heliostats are simulated and the
ones with the highest efficiencies are chosen. However, this only partially includes S&B
interactions into account while including ones that are not existing in the subset. A
lightweight version of the field growth method might lead to more efficient subsets. One
approach could be to independently simulate all heliostats and approximate combined
S&B effects. So if two heliostats shade or block another heliostat then the combined
effect is approximated by some function. When updating the graph, no simulation
needs to be done.

Complete S&B Graph As discussed in Section 3.2, the independent ray tracer can
be extended such that for each heliostat a set of efficiencies is computed considering
any possible combination of heliostats. The resulting complete S&B graph contains
all the necessary information to compute the efficiency of any possible layout from the
grid. One problem is of course the immense memory consumption of such a graph.
But with modern memory capacities and maybe some approximations, this can become
manageable. The benefits would be tremendous, the efficiencies of any layout could
be computed with a few additions thus in less than milliseconds. Far more complex
optimization methods would be applicable. Our graph based field growth method, for
example, could use backtracking to avoid local optima. However, for very dense and
large fields a complete S&B graph will probably remain unfeasible. Approximations to
the combined S&B effects could be used in that case.
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